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Computer performance and application 
performance increase ~103 every decade

1988 1998 2008 2018

1.02 Teraflop/s
Cray T3E

1’500 processors

First sustained TFlop/s
Gordon Bell Prize 1998

1.35 Petaflop/s
Cray XT5
150’000 processors

First sustained PFlop/s
Gordon Bell Prize 2008

1 Gigaflop/s
Cray YMP
8 processors

First sustained GFlop/s
Gordon Bell Prize 1988

~1 Exaflop/s

Another 1,000x increase in 
sustained performance

 ~100 Kilowatts  ~5 Megawatts 20-30 MW

100 million or billion 
processing cores (!)



Domain area Code name Institution # of cores Performance Notes

Materials DCA++ ORNL 213,120 1.9 PF 2008 Gordon Bell 
Prize Winner

Materials WL-LSMS ORNL/ETH 223,232 1.8 PF 2009 Gordon Bell 
Prize Winner

Chemistry NWChem PNNL/ORNL 224,196 1.4 PF 2008 Gordon Bell 
Prize Finalist

Materials DRC ETH/UTK 186,624 1.3 PF 2010 Gordon Bell 
Prize Hon. Mention

Nanoscience OMEN Duke 222,720 > 1 PF 2010 Gordon Bell 
Prize Finalist

Biomedical MoBo GaTech 196,608 780 TF 2010 Gordon Bell 
Prize Winner

Chemistry MADNESS UT/ORNL 140,000 550 TF

Materials LS3DF LBL 147,456 442 TF 2008 Gordon Bell 
Prize Winner

Seismology SPECFEM3D USA (multiple) 149,784 165 TF 2008 Gordon Bell 
Prize Finalist

Combustion S3D SNL 147,456 83 TF

Weather WRF USA (multiple) 150,000 50 TF

1.9 PF

1.8 PF
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Applications running at scale on Jaguar @ ORNL (Spring 2011)
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Outline
 Introduction – scale of supercomputing today
 Superconductivity and model of high Tc superconductors

 Superconductivity and the 2D-Hubbard model
 Quantum cluster theory & insights into the nature of superconductivity
 DCA++ – algorithmic improvements, optimally mapping onto hardware

 A strategy to back out of the model
 Screened Coulomb interaction within LAPW
 Down-folded band structure and frequency dependent Hubbard U

 Conclusions
 Recommendations for future code development
 What the future will bring
This lecture is not just about what we can do with supercomputers – it 
will be mostly about how we map simulations on to computer systems
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From cuprate materials to the Hubbard model
La2CuO4

O

Cu

La

CuO2 plane

O-py

Cu-dx2-y2

O-px
Holes form Zhang-Rice 
singlet states

Sr doping 
introduces 
“holes”

Single band
2D Hubbard 
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2D Hubbard model and its physics
j i

U

t

E
n
er
gy

U

Formation of a magnetic moment when 
U is large enough

J = 4t2/Ut

Antiferromagnetic alignment of
neighboring moments 

Half filling: number of carriers = number of sites

1. When t >> U:
Model describes a metal with 
band width W=8t

W=8t

"

N
("
)

!

2. When U >> 8t at half filling (not doped)
Model describes a “Mott Insulator” with antiferromagnetic 
ground state (as seen experimentally seen in undoped 
cuprates)

!

N
(!
)



3. Parameter range relevant for superconducting cuprates

U≈8t 
Finite doping levels (0.05 – 0.25)

Typical values: U~10eV; t~0.9eV; J~0.2eV;         (0.1eV ~ 103 Kelvin)

No simple solution!
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Hubbard model for the cuprates
j i

U

t

E
n
er
gy

U

Formation of a magnetic moment when 
U is large enough

J = 4t2/Ut

Antiferromagnetic alignment of
neighboring moments 

Half filling: number of carriers = number of sites



3. Parameter range relevant for superconducting cuprates

U≈8t 
Finite doping levels (0.05 – 0.25)

Typical values: U~10eV; t~0.9eV; J~0.2eV;         (0.1eV ~ 103 Kelvin)

No simple solution!
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Hubbard model for the cuprates
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The challenge: a (quantum) multi-scale problem

Superconductivity 
(macroscopic)

On-site Coulomb repulsion 
(~A)

N ~ 1023

complexity ~ 4N

Thurston et al. (1998)

Antiferromagnetic 
correlations / nano-scale gap 
fluctuations

Gomes et al. (2007)
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Quantum cluster theories

Superconductivity 
(macroscopic)

Explicitly treat correlations 
within a localized cluster Treat macroscopic scales 

within mean-field

Coherently embed cluster into effective medium

On-site Coulomb 
repulsion (~A)

Maier et al., Rev. Mod. Phys. ’05

Thurston et al. (1998)

Antiferromagnetic correlations / 
nano-scale gap fluctuations

Gomes et al. (2007)

12
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Green’s functions in quantum many-body theory
H0 =

[

−
1

2
∇

2 + V (!r)

]

[

i
∂

∂t
− H0

]

G0("r, t,"r
′, t′) = δ("r − "r′)δ(t − t)

z
±

= ω ± iε G±
0

(!r, z) =
[

z± − H0

]−1

Noninteracting Hamiltonian &

                     Green’s function

Fourier transform & analytic continuation:

G(k, z) = [z − ε0(k) − Σ(k, z)]−1

niσ = c
†
iσ

ciσ

Gσ(ri, τ ; rj , τ
′) = −

〈

T ciσ(τ)c†jσ(τ ′)
〉

ciσcjσ′ + cjσ′ciσ = 0

ciσc
†
jσ′ + c

†
jσ′ciσ = δijδσσ′

G0(k, z) = [z − ε0(k)]−1

Hubbard Hamiltonian

Hide symmetry in algebraic properties of field operators

Green’s function

Spectral representation

H = −t
∑

<ij>,σ

c
†
iσcjσ + U

∑

i

ni↑ni↓
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Size Nc clusters

Integrate out remaining 
degrees of freedom

Sketch of the Dynamical Cluster Approximation

Bulk lattice

Reciprocal space

kx

ky

K

k
~

Embedded cluster with 
periodic boundary conditions

DCA

K

Solve many-body problem with quantum Monte Carole on cluster
➣Essential assumption: Correlations are short ranged

Σ(z, k)

Σ(z, K)
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DCA	  cluster	  
mapping

Quantum	  cluster
solver

DCA method: self-consistently determine the
                       “effective” medium

Gc(R, z)

Σ(K, z) = G′−1

0
− G−1

c
(K, z)

Gc(K, z)

kx

ky

K

k
~

G′

0(R, z)

G′

0(K, z) =
[

Ḡ−1(K, z) + Σ(K, z)
]−1

Ḡ(K, z) =
Nc

N

∑

K+k̃

[

z − ε0(K + k̃) − Σ(K, z)
]

−1

K

Maier et al., Rev. Mod. Phys. ’05



 First systematic solution demonstrates existence of a superconducting transition in 
2D Hubbard model    Maier, et al., Phys. Rev. Lett. 95 237001 (2005)
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Systematic solution and analysis of the pairing 
mechanism in the 2D Hubbard Model

 Study the mechanism responsible for 
pairing in the model
 Analyze the particle-particle vertex
 Pairing is mediated by spin fluctuations

Maier, et al., Phys. Rev. Lett. 96 47005 (2006) ‣Spin fluctuation “Glue”
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 Relative importance of resonant valence bond and 
spin-fluctuation mechanism
 Maier et al., Phys. Rev. Lett. 100 237001 (2008)

 “We have a mammoth (U) and an elephant (J) in our refrigerator - do we care much if 
there is also a mouse?”
 P.W. Anderson, Science 316, 1705 (2007)
 see also www.sciencemag.org/cgi/eletters/316/5832/1705

“Scalapino is not a glue sniffer”

Moving toward a resolution of the debate over the 
pairing mechanism in the 2D Hubbard model

22 JUNE 2007 VOL 316 SCIENCE www.sciencemag.org1706
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binding? The possibilities are either “dynamic
screening” or a mechanism suggested by
Pitaevskii (13) and by Brueckner et al. (14) of
putting the electron pairs in an anisotropic
wave function (such as a d-wave), which van-
ishes at the repulsive core of the Coulomb
interaction. In either case, the paired electrons
are seldom or never in the same place at the
same time. Dynamic screening is found
in conventional superconductors, and the
anisotropic wave functions are found in the
high-T

c
cuprates and many other unconven-

tional superconductors. 
In the case of dynamic screening, the

Coulomb interaction e2/r (where e is the elec-
tron charge and r is the distance between
charges) is suppressed by the dielectric con-
stant of other electrons and ions. The plasma
of other electrons damps away the long-range
1/r behavior and leaves a screened
core, e2 exp(–κr)/r (where κ is
the screening constant), that acts
instantaneously, for practical pur-
poses, and is still very repulsive.
By taking the Fourier transform of
the interaction in both space and
time, we obtain a potential energy
V, which is a function of frequency
ω and wavenumber q; the screened
Coulombic core, for instance,
transforms to V

s
= e2/(q2 + κ2) and

is independent of frequency. This
interaction must then be screened
by the dielectric constant ε

ph
be-

cause of polarization of the
phonons, leading to a final expres-
sion V = e2/[(q2 +κ2)ε

ph
(q, ω)]. This

dielectric constant is different from
1 only near the lower frequencies of the
phonons. It screens out much of the Coulomb
repulsion, but “overscreening” doesn’t hap-
pen: When we get to the very low frequency
of the energy gap, V is still repulsive.

Instead of accounting for the interaction
as a whole, the Eliashberg picture treats only
the phonon contribution formally, replacing
the high-frequency part of the potential with a
single parameter. But the dielectric descrip-
tion more completely clarifies the physics,
and in particular it brings out the limitations
on the magnitude of the interaction. That is, it
makes clear that the attractive phonon inter-
action, characterized by a dimensionless
parameter λ, may never be much bigger,
and is normally smaller, than the screened
Coulomb repulsion, characterized by a
parameter µ (11). The net interaction is thus
repulsive even in the phonon case. 

How then do we ever get bound pairs, if the
interaction is never attractive? This occurs
because of the difference in frequency scales

of the two pieces of the interaction. The two
electrons about to form a pair can avoid each
other (and thus weaken the repulsion) by mod-
ifying the high-energy parts of their relative
wave function; thus, at the low energies of
phonons, the effective repulsive potential
becomes weaker. In language that became
familiar in the days of quantum electrodynam-
ics, we can say that the repulsive parameter µ
can be renormalized to an effective potential
or “pseudopotential” µ*. The effective inter-
action is then –(λ – µ*), which is less than
zero, hence attractive and pair-forming. One
could say that superconductivity results from
the bosonic interaction via phonons; but it is
equally valid to say instead that it results
from the renormalization that gives us the
pseudopotential µ* rather than µ. This does
not appear in an Eliashberg analysis; it is just

the type of correction ignored in this analysis. 
The above is an instructive example to

show that the Eliashberg theory is by no
means a formalism that universally demon-
strates the nature of the pairing interaction; it
is merely a convenient effective theory of any
portion of the interaction that comes from
low-frequency bosons. There is no reason to
believe that this framework is appropriate to
describe a system where the pairing depends
on entirely different physics. 

Such a system occurs in the cuprate super-
conductors. The key difference from the clas-
sic superconductors, which are polyelectronic
metals, is that the relevant electrons are in a
single antibonding band that may be built up
from linear sums of local functions of x2-y2

symmetry, with a band energy that is bounded
at both high and low energies. In such a band
the ladder-sum renormalization of the local
Coulomb repulsion, leading to the pseudopo-
tential µ*, simply does not work, because the
interaction is bigger than the energy width of

the band. This is why the Hubbard repulsion U
between two electrons on the same atom
(which is the number we use in this case to
characterize the repulsion) is all-important in
this band. This fact is confirmed by the Mott
insulator character of the undoped cuprate,
which is an antiferromagnetic insulator with a
gap of 2 eV, giving us a lower limit for U. 

But effects of U are not at all confined to
the cuprates with small doping. In low-energy
wave functions of the doped system, the elec-
trons simply avoid being on the same site. As
a consequence, the electrons scatter each
other very strongly (15) and most of the broad
structure in the electrons’ energy distribution
functions (as measured by angle-resolved
photoelectron spectroscopy) is caused by U.
This structure may naïvely be described by
coupling to a broad spectrum of bosonic
modes (4), but they don’t help with pair bind-
ing. U is a simple particle-particle interaction
with no low-frequency dynamics. 

A second consequence of U is the appear-
ance of a large antiferromagnetic exchange
coupling J, which attracts electrons of oppo-
site spins to be on neighboring sites. This is
the result of states of very high energy, and
the corresponding interaction has only high-
frequency dynamics, so it is unrelated to a
“glue.” There is a common misapprehension
that it has some relation to low-frequency
spin fluctuations (16, 17), but that is incor-
rect, as low-frequency spin interactions
between band electrons are rigorously ferro-
magnetic in sign. One can hardly deny the
presence of J given that it has so many exper-
imental consequences. 

In order to avoid the repulsive potential
these systems are described by the alternative
Pitaevskii-Brueckner-Anderson scheme with
pairing orthogonal to the local potential. Two
such pairings exist, d-wave and “extended s-
wave,” but only one appears as a supercon-
ducting gap; the extended s-wave is unsuitable
for a gap and acts as a conventional self-
energy (18). The specific feature of the low-
dimensional square copper lattice that is
uniquely favorable to high T

c
is the existence

of the two independent channels for pairing
(18). Because of the large magnitude of J, the
pairing can be very strong, but only a fraction
of this pairing energy shows up as a supercon-
ducting T

c
, for various rather complicated but

well-understood reasons. 
The crucial point is that there are two

very strong interactions, U (>2 eV) and J
(~0.12 eV), that we know are present in the
cuprates, both a priori and because of incon-
trovertible experimental evidence. Neither is
properly described by a bosonic glue, and
between the two it is easy to account for the

“We have a mammoth and an elephant in our refrigerator—
do we care much if there is also a mouse?”

Published by AAAS
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Fraction of superconducting gap arising from frequencies ≤ Ω

Both retarded spin-fluctuations and non-
retarded exchange interaction J con-
tribute to the pairing interaction

Dominant contribution comes 
from spin-fluctuations!

http://www.science
http://www.science


Thursday, July 21, 2011 DFT and Beyond: Hands-on Tutorial Workshop – Berlin, Germany

Maier, et al. Phys. Rev. Lett. 104, 7001 (2010)

Nanoscale stripe modulations enhance super-
conducting transition temperature



Acceptance: min{1,det[Gc({si, l}k)]/ det[Gc({si, l}k+1)]}
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Hirsch-Fye Quantum Monte Carole (HF-QMC) for 
the quantum cluster solver

Partition function & Metropolis Monte Carlo Z =

∫
e
−E[x]/kBT

dx

Acceptance criterion for Metropolis-MC move: min{1, e
E[xk]−E[xk+1]}

Partition function & HF-QMC: Z ∼

∑

si,l

det[Gc(si, l)
−1]

Update of accepted Green’s function:

Gc({si, l}k+1) = Gc({si, l}k) + ak × bk

Hirsch & Fye, Phys. Rev. Lett. 56, 2521 (1998)

Nt × Ntmatrix of dimensions 

Nc Nl ≈ 10
2

Nt = Nc × Nl ≈ 2000
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Take advantage of many-cores / shared L3 cash?
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HF-QMC with Delayed updates (or Ed updates)

Gc({si, l}k+1) = Gc({si, l}0) + [a0|a1|...|ak] × [b0|b1|...|bk]t

Gc({si, l}k+1) = Gc({si, l}k) + ak × b
t
k

Complexity for k updates remains O(kN
2

t
)

But we can replace k rank-1 updates with one matrix-matrix multiply plus 
some additional bookkeeping.
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Performance improvement with delayed updates
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DCA++ speedup on GPU

GDDR3 DRAM at 2GHz (eff)

GPU

Northbridge
PCIe x16 slot

PCIe x16 slot

CPU

DRAM

PC
I-E

xp
re

ss
 b

us

FSB
Speedup of HF-QMC updates (2GHz Opteron vs. NVIDIA 8800GTS GPU):

- 9x for offloading BLAS to GPU & transferring all data
  (completely transparent to application code)

- 13x for offloading BLAS to GPU & lazy data transfer

- 19x for full offload HF-updates & full lazy data transfer

Meredith et al., Par. Comp. 35, 151 (2009) 
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DCA++ with mixed precision

DCA	  cluster	  
mapping

HF-‐QMC	  cluster
solver

Run HF-QMC in single precision

Keep the rest of the code, in particular 
cluster mapping in double precision
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DCA++ with mixed precision

DCA	  cluster	  
mapping

HF-‐QMC	  cluster
solver

Run HF-QMC in single precision

Keep the rest of the code, in particular 
cluster mapping in double precision

SUBMITTED TO SUPERCOMPUTING 2008 

  

 Therefor, to study the accuracy on GPUs, we must compare the results between the CPU precision runs with 

the GPU-accelerated full DCA++ code. (The porting and acceleration is described in detail in the next section.) To 

answer this question, we turn now to the final result calculated for the critical temperature Tc. Because of the way in 

which it is calculated from the leading eigenvalues for each sequence of runs, this value may vary wildly based on 

small changes in the eigenvalues, and is thus a sensitive measure. 

The final values for Tc are shown in Figure 6 for four each of 

CPU double, CPU single, and GPU single precision runs. As seen in 

the figure, the mean across runs was comparable between each of the 

various precisions on the devices – and certainly well within the 

variation within any given configuration. Although it will require 

more data to increase the confidence of this assessment, the GPU runs 

had a standard error in their mean Tc of less than 0.0008 relative to 

the double precision mean Tc (which is within 0.05x of the standard 

deviation of the double precision runs). 

5 Performance 

5.1 Initial Acceleration of QMC Update Step 
Initial profiles of the DCA++ code revealed that on large problems, the vast majority of total runtime (90% or 

more) was spent within the QMC update step. Furthermore, within the QMC update step, the runtime was 

completely dominated by the matrix-matrix multiply that occurs in the Hirsch-Fye solver when updating the Green’s 

function at the end of the batched smaller steps. (See Section 3.1 for details.) This leads to an obvious initial target 

for acceleration: the matrix-matrix multiply, along with its accumulation into the Green’s function, is performed in 

the CPU code with a BLAS level 3 DGEMM operation for double precision (and SGEMM for single precision). 

The CUDA API from NVIDIA does have support for BLAS calls (only single precision at the time of this 

writing). Unfortunately, it is not a literal drop-in replacement – although one could wrap this “CUBLAS” API to 

attempt this route, there will be overheads incurred by being naïve about using the GPU in this way. Since the GPU 

hangs off the PCI-Express bus, and has its own local memory, using the GPU as a simple accelerator for the BLAS 

function calls would require allocation of GPU-local memory for matrix inputs, transfer of the matrices to the GPU, 

0.016

0.017

0.018

0.019

0.020

0.021

T
c

Double Precision
CPU Single Precision
GPU Single Precision
Mean

 
Figure 6: Comparison of Tc results 
across precision and device 

Double Precision
CPU Mixed Precision
GPU Mixed Precision
Mean

Multiple runs to compute Tc:
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Performance improvement with delayed and mixed 
precision updates
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Hirsch-Fye, delayed updates, and beyond: sub-
matrix updates and continuous time QMC
 J. E. Hirsch and R. M. Fye, Phys. Rev. Lett. 56, 2521 (1986)

 Original Hirsch-Fye algorithm with rank 1 update

 G. Alvarez et al., Proceedings of the 2008 ACM/IEEE Conference on 
Supercomputing
 Hirsch-Fye algorithm with delayed updates – same complexity but with rank k update 

(much more efficient)

 P. K. V. V. Nukala et al., Phys. Rev. B 80, 195111 (2009)
 Hirsch-Fye with sub-matrix updates – reduce complexity but retain high-rank updates

 E. Gull et al., Phys. Rev. B 76, 235123 (2007)
 Continuous time auxiliary (CT-AUX) field QMC algorithm – much faster & more 

accurate/reliable than Hirsch-Fye algorithm

 E. Gull et al., Phys. Rev. B 83, 075122 (2011)
 CT-AUX algorithm combined with sub-matrix updates – best of all worlds: fast, 

accurate, reduced complexity and high-rank updates (i.e. efficient)
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Making the Hubbard model materials specific (...)
La2CuO4

O

Cu

La

CuO2 plane

O-py

Cu-dx2-y2

O-px
Holes form Zhang-Rice 
singlet states

Sr doping 
introduces 
“holes”

Single band
2D Hubbard 
model
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Taylor expansion of self-energy & Green’s function

Σ = iGW −GWGW + ...

Taylor expansion of the self-energy in terms of the screened Coulomb interaction

W (�r,�r�,ω)

Screened Coulomb interaction

�r �r��r �r�

w(�r,�r�) =
e2

|�r − �r�|

Bare Coulomb interaction

Σ(�r,�r�,ω) =
i

2π

�
dω�G(�r,�r�,ω + ω�)W (�r,�r�,ω)GW approximation: 

W (�r,�r�,ω)The challenge:                        is extremely expensive to compute

Can this be computed at scale and efficiently?



χGG�(q,ω) = χKS
GG�(q,ω) +

�

G1G2

χKS
GG1

(q,ω)×

×
� 4π

|G1 + q|δG1G2 + fxc
G1G2

(q,ω)
�
χG2G�(q,ω)

WGG� =
4π

|G+ q|2 δGG� +
4π

|G+ q|2χGG�(q,ω)
4π

|G� + q|2
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Screened Coulomb interaction from time dependent DFT or the 
random phase approximation

fxc[ρ0] =
δVxc[ρ]

δρ

���
ρ0

≈ 0 Random Phase Approximation

With LAPW only up to 103 G vectors



�

lm

Nα
l�

ν=1

Aα,σjk
lmν uα

lν(r)Ylm(r̂)

ψσ
jk(r) =






�

lm

Nα
l�

ν=1

Aα,σjk
lmν uα

lν(r)Ylm(r̂)

1√
Ω

�

G

exp(i(G+ k)r)Cσjk
G

1√
Ω

�

G

ei(G+k)rCσjk
G
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Block & Wannier functions, screened Hubbard-U

|wT
n � =

1

Nk

BZ�

k

e−iKT
�

j

Uk
nj |ψjk�

Exciting / Elk code
exciting.sourceforge.org

UT
nn�(ω) =

1

NkΩ

BZ�

q

�

GG�

�w0
n|e−i(G+q)r|w0

n�×

×WGG�(q,ω)�wT
n� |ei(G

�+q)r|wT
n��

Screened Hubbard-U parameter Miyake & Aryasetiawan, PRB 77, 085122 (2008)



χKS
GG�(q,ω) =

1

NkΩ

BZ�

k

�

jj�

�ψjk|ei(G+q)r|ψj�k+q�×

× fjk − fj�k+q

�jk − �j�k+q + ω + i0+
�ψj�k+q|e−i(G�+q)r|ψjk�

χKS
GG�(q,ω) =

1

NkΩ

BZ�

k

�

β

Ak,q
βGBk,q

βG�(ω)
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The computationally intensive part – lots of nested loops

Reduce to a complex matrix multiply – BLAS3 zgemm 
(code rewrite yields order of magnitude improvement in time to solution)
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Parallelize with MPI-Grid
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Domain area Code name Institution # of cores Performance Notes

Materials DCA++ ORNL 213,120 1.9 PF 2008 Gordon Bell 
Prize Winner

Materials WL-LSMS ORNL/ETH 223,232 1.8 PF 2009 Gordon Bell 
Prize Winner

Chemistry NWChem PNNL/ORNL 224,196 1.4 PF 2008 Gordon Bell 
Prize Finalist

Materials DRC ETH/UTK 186,624 1.3 PF 2010 Gordon Bell 
Prize Hon. Mention

Nanoscience OMEN Duke 222,720 > 1 PF 2010 Gordon Bell 
Prize Finalist

Biomedical MoBo GaTech 196,608 780 TF 2010 Gordon Bell 
Prize Winner

Chemistry MADNESS UT/ORNL 140,000 550 TF

Materials LS3DF LBL 147,456 442 TF 2008 Gordon Bell 
Prize Winner

Seismology SPECFEM3D USA (multiple) 149,784 165 TF 2008 Gordon Bell 
Prize Finalist

Combustion S3D SNL 147,456 83 TF

Weather WRF USA (multiple) 150,000 50 TF

1.9 PF

1.8 PF
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Applications running at scale on Jaguar @ ORNL (Spring 2011)

Behind each of these codes is a similar 
story of algorithmic re-engineering
> performance gains are useful on
   workstation and clusters as well! 
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Applications running at scale on Jaguar @ ORNL (Spring 2011)
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Dynamics in COSMO-CCLM

velocities

pressure

temperature

water

turbulence

Source: Oliver Fuhrer, MeteoSwiss

Computationally this is a much simpler problem that solving Schrödinger equation!

Algorithmic motif: structured grid / finite difference stencils & tridiagonal solve
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Algorithmic motifs and their arithmetic intensity
Arithmetic intensity: number of operations per word of memory transferred 

Matrix-Vector

Vector-Vector

Sparse linear algebra

O(1) O(log N) O(N)

Dense Matrix-MatrixFast Fourier Transforms

Linpack (Top500)

QMR in WL-LSMS

Rank-1 update in HF-QMC

Finite difference / stencil
in S3D and WRF (& COSMO)

Rank-N update in DCA++

Supercomputers are designed for certain algorithmic motifs – which ones?

BLAS1&2 BLAS3FFTW & SPIRAL

DRC
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Conclusions
 Supercomputers work well for electronic structure based simulations

 Very large numbers of atoms, accurate statistical sampling (not covered in this talk)
 Pushing the limits in quantum many-body problem
 Going beyond current state of the art in DFT simulations

 Efficient implementation of simulations requires algorithmic modifications
 Computer architecture has to be considered when algorithms are developed!
 Just porting a serial code does not lead to efficient simulations

 Improvements usually pay off at all scales, supercomputers and clusters
 Jaguar and your laptop have similar processors
 Improvements to both algorithms I discussed will impact efficiency of codes on your 

laptop as well

 When developing codes, consider 
 Modular/OO approach to manage data and complexity of code (same as before)
 Break algorithms into a hierarchy of motifs, consider this hierarchy in implementation
 Be prepared to change algorithms
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