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• Implementation of sc-GW in FHI-aims 
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Chapter 1

Green function theory for fermionic

systems

1.1 The one-particle Green function

1.1.1 Definition and Lehmann representation

The one-body Green function is defined as:

Gσσ�(rt, r�t�) = −i�Ψ0|T̂ [ψσ(rt)ψ
†
σ�(r�t�)]|Ψ0� . (1.1)

The ket |Ψ0� labels the (normalized) many-body wave-function for a N -electrons system in its ground-state,

related to the many-body Hamiltonian through the Schrödinger equation HΨ0 = E0Ψ0. T̂ is the time

ordering operator and is defined such that:

T̂

�
ψσ(rt)ψ

†
σ�(r�t�)

�
=

�
ψσ(rt)ψ

†
σ�(r�t�) if t ≥ t

�

−ψ†
σ�(r�t�)ψσ(rt) if t < t

� . (1.2)

Finally, ψσ(rt) (ψ†
σ(rt)) is the fermionic destruction (creation) operator that creates (destroy) an electron

with spin σ at the point r at time t. The time-dependence of ψσ(rt) is easily obtained, in Heisenberg

picture, as:

ψσ(rt) = e
iHt/�ψσ(r)e

−iHt/�
. (1.3)

The anti-commutation relations between the creation and destruction operators follows from the basic

consideration on the symmetry of a fermionic wave-function, that is: due to the Pauli exclusion principle

two fermions can not assume the same quantum numbers. This easily translates into the following

relations [1]:

[ψσ(r),ψ
†
σ�(r�)]+ = δ(r− r�)δσσ� [ψσ(r),ψσ�(r�)]+ = 0 [ψ†

σ(r),ψ
†
σ�(r�)]+ = 0 (1.4)

In the following discussion we assume for simplicity t > t
�
, the extension to the full Green function

follows directly from similar considerations. A useful representation of retarded Green function may be

3
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obtained by substituting Eq. 1.3 into Eq. 1.1:

Gσσ�(rt, r�t�) = −i�Ψ0|eiHt/�ψσ(r)e
−iH(t−t

�)/�ψ†
σ�(r�)e−iHt

�
/�|Ψ0�θ(t− t�)

= −i
�

s

ei(E0−E
N+1
s )(t−t

�)�Ψ0|ψσ(r)|ΨN+1
s

��ΨN+1
s

|ψ†
σ�(r�)|Ψ0�θ(t− t�)

= −i
�

s

e−iεs(t−t
�)fs,σ(r)f

∗
s,σ�(r�)θ(t− t�) , (1.5)

where we introduced the completeness relation
�

s
|ΨN+1

s
��ΨN+1

s
| = 1, being ΨN+1

s
an excited state of

the N + 1 particle system, and we introduced the following quantities:






εs ≡ EN+1
s

− E0

fs,σ(r) ≡ �Ψ0|ψσ(r)|ΨN+1
s

�
f∗
s,σ�(r�) ≡ �ΨN+1

s
|ψ†σ�(r�)|Ψ0�

(1.6)

The quantities fs,σ and f∗
s,σ� are often referred to as Dyson amplitudes. Equation 1.5 shows that for a

time-independent Hamiltonian the Green function depends only on differences t− t�.

Using the integral representation of the step-function:

θ(t− t�) = −
� +∞

−∞

dω

2πi

e−iω(t−t
�)

ω + iη
(1.7)

and Fourier transforming Eq. 1.5 to frequency one obtains the Lehmann representation [2] of the one-body

Green function:

Gσσ�(r, r�,ω) =
�

s

fs,σ(r)f∗
s,σ�(r�)

ω − εs + iη
. (1.8)

We emphasize that he Lehmann representation of the Green function is of general validity, as the only

restriction imposed so far is the time-independence of the many-body Hamiltonian. Moreover, as the

anti-commutation relations in Eq. 1.4 has not been involved in the derivation of Eq. 1.8, the Lehmann

representation also applies to bosonic systems described through a time-independent Hamiltonian.

The representation in Eq. 1.8 unveals a useful property of the one-body Green function: G has poles

at the energies εs ≡= EN+1
s

− E0, or in other words the peaked structures are observed at the energy

released by adding an electron to the system. By relaxing the previous assumption on the ordering of

time variables (t > t�), one can similarly shows that the Green function has also peaked structures at the

removal energies of an electron.

1.1.2 The non-interacting particle case

The ideal case of the non-interacting inhomogeneous electron gas not only provides a valuable insight

into the properties of the Green function, but is also of interest for practical calculations. In most cases,

ab-initio electronic structure approaches relies on a (effective) non-interacting particle picture for the

simplification of the many-body problem. For instance, in the Hartree-Fock approximation, the electrons

are non-interacting as a consequence of the approximated structure of the many-body wave-function,

that takes the form of a single Slater determinant. In density functional theory, the electrons – although

effectively interacting – are mapped into a fictitious system of non-interacting particles that can still be

described from a single Slater determinant wave-function.

In a non-interacting fermionic system constituted of N particles, the many-body problem can be

mapped into a set of N one-particle equations, yielding correspondingly a set of one-particle eigenvalue
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Green’s function is solution to Hedin’s equations

Hedin’s equations - exact L. Hedin, Phys. Rev. 139, A796 (1965)

notation: 1 = (r1,σ1, t1)

P (1, 2) = −i

∫

G(2, 3)G(4, 2+)Γ(3, 4, 1)d(3, 4)

W (1, 2) = v(1, 2) +

∫

v(1, 3)P (3, 4)W (4, 2)d(3, 4)

Σ(1, 2) = i

∫

G(1, 4)W (1+, 3)Γ(4, 2, 3)d(3, 4)

Γ(1, 2, 3) = δ(1, 2)δ(1, 3) +

∫
δΣ(1, 2)

δG(4, 5)
G(4, 6)G(7, 5)Γ(6, 7, 3)d(4, 5, 6, 7)

Dyson’s equations

G−1(1, 2) = G−1
0 (1, 2)− Σ(1, 2)

links non-interacting (G0) with interacting (G) system

Patrick Rinke (FHI) Excited States Berlin 2011 10 / 54
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g(ω) =
a

b+ iω
(1)

G = G0 +G0ΣG

χ = −iGGΓ

W = v + vχW

Σ = −iGWΓ

Γ = 1 + (δΣ/δG)GGΓ

G = G0 +G0ΣG

χ0 = −iGG

W = v + vχ0W

Σ = −iGW

(2)

G0 NAO
ll′ (iω) = U+G0

KSU =
∑

n

OlnOl′n

iω − (εn − µ)
(3)

(4)

DFT → GKS
0 → χ0 → W → Σ → DysonEquation → G (5)

vijmn =

∫

drdr′
ψi(r)ψm(r)ψn(r′)ψj(r′)

|r− r′|
(6)

εQP
i = εi + 〈ψi|Σ(ε

QP
i )− V xc |ψi〉 (7)

χ0
µν(iτ) = −i

∑

nn′ll′

Oµ
nlO

ν
n′l′Gnn′(iτ)Gl′l(−iτ) (8)

G0KS
mn (ω) =

δmn

iω − (εn − µ)
(9)

∼ N6

∼ N4

1

The GW approximation

The self-energy

H = H0 +H1 (71)

εQP
i = εKS

i + 〈φ0|Σ(ε
QP
i )− vxc|φ0〉 (72)

εQP
i = εKS

i + 〈φ0|Σ(ε
QP
i )− vxc|φ0〉 (73)

ψn(r) =
∑

i

cinφi(r) (74)

Etot = 〈Ψ0|Ĥ |Ψ0〉 (75)

Ĥ =
∑

i

ĥ0
i +

∑

i>j

1

|ri − rj |
(76)

〈Ψ0|
∑

i

ĥ0|Ψ0〉 = Tr[ĥ0Ĝ(τ = 0−)] (77)

Etot = E[G]
δEtot[G]

δG
= 0

δEtot[G]

δG
$= 0

δΩK[G]

δG

δΩK[G]

δG
=

δΦ

δG
+

δTr[GvH]

δG
+

δTr[1−G−1
0 G]

δG
+

δTr ln[−G]

δG
(78)

= Σ+ vH −G−1
0 +G−1 (79)

−
δTr ln[−G−1]

δG
=

δTr ln[−G]

δG
=

1

G
(80)

δEK[G]

δG
= Σ+ vH −G−1

0 +G−1 = 0 (81)

G−1 = G−1
0 − [Σ+ vH] (82)

9

First order perturbation theory:

molecules Good correlation with 
experiments, but:

•results depend on starting 
point
•ground-state is treated at the 
DFT/HF level
•violation of conservation laws

there are undesirable problems
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How to go beyond 1st order PT 
(within the GW approximation)?

•Self-consistency in the eigenvalues
Hybertsen and Louie, Phys. Rev. B 34, 5390 (1986)

•Optimization of the perturbed Hamiltonian 
(Quasi-particle self-consistent GW)

   Faleev et al. , Phys. Rev. Lett. 93, 126406 (2004)

•Iteration of Dyson equation with fixed W

•Fully self-consistent GW
    Hedin, Phys. Rev. 139, A796 (1965)
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Self-Consistent GW in practice

DFT / HF

W
µν
(iω) =

�
v

1− vχ0(iω)

�

µν

(10)

Σll�(iτ) = −i

�

nn�µν

O
µ
nlO

ν
n�l�Gnn�(iτ)Wµν

(−iτ) (11)

Σx
ll� = −i

�

nn�µν

O
µ
nlO

ν
n�l�Gnn�(iτ)vµν (12)

[Gll�(ω)]
−1

=
�
G

0
ll�(ω)

�−1 − [Σc
GW (iω) + Σx − V

xc
LDA] (13)

He χpb
0 (iω) W pb

(iω) ΣKS
c (iω)

∆ 6.25 ∗ 10−4
Ha 8.96 ∗ 10−4

Ha 1.56 ∗ 10−4
Ha

{ψn(r), �n} (14)

χ0(rr
�
, iω) =

occ�

n

unocc�

m

ψn(r
�
)ψm(r)ψm(r�)ψn(r)

iω − (�n − �m)
(15)

G0(rr
�
, τ) (16)

Σ(rr�, iω) = i

�
G0(rr

�
, iω − iω�

)W (rr
�
, iω)dω�

(17)

G0(rr
�
, iω) =

�

i

ψi(r)ψi(r
�
)

iω − (�i − µ)
(18)

τn = τ0
�
1− e

hn
�

(19)

�
Ge

iωτ
dω =

�
(G− g(ω))eiωτ

dω +

�
g(ω)eiωτ

dω (20)

Γ = 1 (21)

Σ = GW (22)

2

Γ = 1 (21)

Σ = GW (22)

GKS/HF

0 (23)

3

Γ = 1 (21)

Σ = GW (22)

GKS/HF

0 (23)

G (24)

3

D(ω) =

�
lim
r�→r

A(r, r�,ω)dr

G(iω) �
N�

i=1

ai

bi + iω

G(ω) �
N�

i=1

ai

bi + ω

Glm(iω) → Glm(ω)

Etot = E0 + EH + E
xc

GW
+ Eion

E
xc

GW
= �ΣG�

E0 = �h0G�

h0 = hKS − v
xc − v

DFT/HF

H

EH =
�
v
GW

H
G
�

�· · · � ≡
�

dω

2π
Tr[· · · ]

φi(r) =
ui(r)

r
Ylm(Ω)

φn(r)φl(r) �
�

µ

O
µ

nl
Pµ(r)

1 DPG

{fn(iω)}
fn(iω) =

1

bn + iω

G(iω) =

Npoles�

n=1

αnfn(iω)

Nω < 100
G(r, r�, t, t�)
G = GKS +GKSΣGKS

G = G+G0ΣG

5

O
µ

nl
=

�
Pµ(r)φn(r)φl(r)dr

Σx

ij
=

�

ll�µν

O
µ

il
O

ν
jl�Gll�(iτ = 0)vµν (34)

Σij(τ) =
�

ll�µν

Gll�(iτ)Wµν(iτ)O
µ

il
O

ν
jl� (35)

[G(ω)]−1 = [GLDA(ω)]
−1 − [Σc

GW
(ω) + Σx − V

xc

LDA
+ δvH ] (36)

G0W0 scGW

G
−1 = G

−1
0 − Σ

G
LDA = G0 +G0VxcG

LDA

G
−1
0 = G

−1
LDA

+ Vxc

G
HF = G0 +G0ΣxG

HF

G
−1
0 = G

−1
HF

+ Σx

ImG(iω)

ImG(ω)

χ(iτ) = −iG(iτ)G(−iτ)

W (iω) =
v

1− vχ0(iω)

Σ(iτ) = −iG(iτ)W (−iτ)

G(iω)−1 = G0(iω)
−1 − [ΣGW (iω)− V

xc

0 + δvH ] (37)

G0(rr
�
, iτ) =

�

i

ψi(r)ψi(r
�) [θ(�i − µ)θ(τ)− θ(µ− �i)θ(−τ)] e−(�i−µ)τ

A(ω) = − 1

π
Im [TrG(ω)]

A(r, r�,ω) = − 1

π
ImG(r, r�,ω)
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ĤG

�
(29)

ERPA = E0 + ERPA

xc
(30)

�
ELW/K = Ω− µN

Ω = Ω [Σ, G]
(31)

G(rr�, tt�) = �GS| T̂ ψ̂†(r, t)ψ̂(r�, t�) |GS� (32)

χ0

µν(iτ) = −i
�

nn�ll�

Oµ

nl
Oν

n�l�Gnn�(iτ)Gl�l(−iτ) (33)

3

SCF loop



Self-Consistent GW in practice

DFT / HF

W
µν
(iω) =

�
v

1− vχ0(iω)

�

µν

(10)

Σll�(iτ) = −i

�

nn�µν

O
µ
nlO

ν
n�l�Gnn�(iτ)Wµν

(−iτ) (11)

Σx
ll� = −i

�

nn�µν

O
µ
nlO

ν
n�l�Gnn�(iτ)vµν (12)

[Gll�(ω)]
−1

=
�
G

0
ll�(ω)

�−1 − [Σc
GW (iω) + Σx − V

xc
LDA] (13)

He χpb
0 (iω) W pb

(iω) ΣKS
c (iω)

∆ 6.25 ∗ 10−4
Ha 8.96 ∗ 10−4

Ha 1.56 ∗ 10−4
Ha

{ψn(r), �n} (14)

χ0(rr
�
, iω) =

occ�

n

unocc�

m

ψn(r
�
)ψm(r)ψm(r�)ψn(r)

iω − (�n − �m)
(15)

G0(rr
�
, τ) (16)

Σ(rr�, iω) = i

�
G0(rr

�
, iω − iω�

)W (rr
�
, iω)dω�

(17)

G0(rr
�
, iω) =

�

i

ψi(r)ψi(r
�
)

iω − (�i − µ)
(18)

τn = τ0
�
1− e

hn
�

(19)

�
Ge

iωτ
dω =

�
(G− g(ω))eiωτ

dω +

�
g(ω)eiωτ

dω (20)

Γ = 1 (21)

Σ = GW (22)

2

Γ = 1 (21)

Σ = GW (22)

GKS/HF

0 (23)

3

Γ = 1 (21)

Σ = GW (22)

GKS/HF

0 (23)

G (24)

3

D(ω) =

�
lim
r�→r

A(r, r�,ω)dr

G(iω) �
N�

i=1

ai

bi + iω

G(ω) �
N�

i=1

ai

bi + ω

Glm(iω) → Glm(ω)

Etot = E0 + EH + E
xc

GW
+ Eion

E
xc

GW
= �ΣG�

E0 = �h0G�

h0 = hKS − v
xc − v

DFT/HF

H

EH =
�
v
GW

H
G
�

�· · · � ≡
�

dω

2π
Tr[· · · ]

φi(r) =
ui(r)

r
Ylm(Ω)

φn(r)φl(r) �
�

µ

O
µ

nl
Pµ(r)

1 DPG

{fn(iω)}
fn(iω) =

1

bn + iω

G(iω) =

Npoles�

n=1

αnfn(iω)

Nω < 100
G(r, r�, t, t�)
G = GKS +GKSΣGKS

G = G+G0ΣG

5

O
µ

nl
=

�
Pµ(r)φn(r)φl(r)dr

Σx

ij
=

�

ll�µν

O
µ

il
O

ν
jl�Gll�(iτ = 0)vµν (34)

Σij(τ) =
�

ll�µν

Gll�(iτ)Wµν(iτ)O
µ

il
O

ν
jl� (35)

[G(ω)]−1 = [GLDA(ω)]
−1 − [Σc

GW
(ω) + Σx − V

xc

LDA
+ δvH ] (36)

G0W0 scGW

G
−1 = G

−1
0 − Σ

G
LDA = G0 +G0VxcG

LDA

G
−1
0 = G

−1
LDA

+ Vxc

G
HF = G0 +G0ΣxG

HF

G
−1
0 = G

−1
HF

+ Σx

ImG(iω)

ImG(ω)

χ(iτ) = −iG(iτ)G(−iτ)

W (iω) =
v

1− vχ0(iω)

Σ(iτ) = −iG(iτ)W (−iτ)

G(iω)−1 = G0(iω)
−1 − [ΣGW (iω)− V

xc

0 + δvH ] (37)

G0(rr
�
, iτ) =

�

i

ψi(r)ψi(r
�) [θ(�i − µ)θ(τ)− θ(µ− �i)θ(−τ)] e−(�i−µ)τ

A(ω) = − 1

π
Im [TrG(ω)]

A(r, r�,ω) = − 1

π
ImG(r, r�,ω)

4

O
µ

nl
=

�
Pµ(r)φn(r)φl(r)dr

Σx

ij
=

�

ll�µν

O
µ

il
O

ν
jl�Gll�(iτ = 0)vµν (34)

Σij(τ) =
�

ll�µν

Gll�(iτ)Wµν(iτ)O
µ

il
O

ν
jl� (35)

[G(ω)]−1 = [GLDA(ω)]
−1 − [Σc

GW
(ω) + Σx − V

xc

LDA
+ δvH ] (36)

G0W0 scGW

G
−1 = G

−1
0 − Σ

G
LDA = G0 +G0VxcG

LDA

G
−1
0 = G

−1
LDA

+ Vxc

G
HF = G0 +G0ΣxG

HF

G
−1
0 = G

−1
HF

+ Σx

ImG(iω)

ImG(ω)

χ(iτ) = −iG(iτ)G(−iτ)

W (iω) =
v

1− vχ0(iω)

Σ(iτ) = −iG(iτ)W (−iτ)

G(iω)−1 = G0(iω)
−1 − [ΣGW (iω)− V

xc

0 + δvH ] (37)

G0(rr
�
, iτ) =

�

i

ψi(r)ψi(r
�) [θ(�i − µ)θ(τ)− θ(µ− �i)θ(−τ)] e−(�i−µ)τ

A(ω) = − 1

π
Im [TrG(ω)]

A(r, r�,ω) = − 1

π
ImG(r, r�,ω)

4

D(ω) =

�
lim
r�→r

A(r, r�,ω)dr

G(iω) �
N�

i=1

ai

bi + iω

G(ω) �
N�

i=1

ai

bi + ω

Glm(iω) → Glm(ω)

Etot = E0 + EH + E
xc

GW
+ Eion

E
xc

GW
= �ΣG�

E0 = �h0G�

h0 = hKS − v
xc − v

DFT/HF

H

EH =
�
v
GW

H
G
�

�· · · � ≡
�

dω

2π
Tr[· · · ]

φi(r) =
ui(r)

r
Ylm(Ω)

φn(r)φl(r) �
�

µ

O
µ

nl
Pµ(r)

1 DPG

{fn(iω)}
fn(iω) =

1

bn + iω

G(iω) =

Npoles�

n=1

αnfn(iω)

Nω < 100
G(r, r�, t, t�)
G = GKS +GKSΣGKS

G = G+G0ΣG
χ0(r, r

�
, iτ) = −iG(r, r�, iτ)G(r, r�,−iτ)

χ(iτ) = −iG(iτ)G(−iτ)

W (iω) =
v

1− vχ0(iω)
Σ(iτ) = −iG(iτ)W (iτ)
G

−1 = G
−1
0 − (Σ− v

xc + δvH)

5

Γ = 1 (21)

Σ = GW (22)

GKS/HF

0 (23)

G (24)

3

Γ = 1 (21)

Σ = GW (22)

GKS/HF

0
(23)

IE = E[Ne−]− E[(N − 1)e−] (24)

N =

�
dωA(ω) (25)

Etot = − i

2

�
Tr [(ω + h0)G(ω)]

dω

2π
(26)

�
h0 + vGW

H
+ Σ(ω)− ω

�
G(ω) = 1 (27)

�
ωG(ω)dω (28)

EGM =
�
ĤG
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Resolution of the identity
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and �x

σ is the non-local, exact-exchange potential

�x

σ (r, r�) = −
occ�

n

ψnσ (r)ψ∗
nσ (r�)

|r − r�|
. (8)

Equations (5)–(8) form a set of nonlinear equations that have to be solved iteratively. vh(r) and

�x

σ (r, r�) together yield the HF potential vHF
, a special case of the mean-field potential vMF

i

in (2) and (4). The HF wavefunction |�0� is given by the Slater determinant formed by the Ne
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At self-consistency, the HF total energy is

EHF = ��0|Ĥ 0
+ Ĥ
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occ�
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�
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In general, the single-particle spin-orbitals ψnσ (r) are expanded in terms of a set of basis

functions {ϕi(r)}

ψnσ (r) =
�

i

c
i

nσϕi(r), (10)

where c
i

nσ are the expansion coefficients. In terms of these basis functions, the HF effective

potential can be expressed in a matrix form

V
HF

i j,σ =
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dr dr�ϕi(r)
�
vh(r)δ(r − r�) + �x

σ (r, r�)
�
ϕ j(r�)

= vh

i j,σ + �x

i j,σ , (11)

where in particular the exact-exchange matrix is given by

�x

i j,σ =
�

kl

(ik|l j)Dkl,σ . (12)

In (12) Dkl,σ is the density matrix

Dkl,σ =
occ�

n

c
k

nσ c
l∗
nσ , (13)

and (i j |kl) is the shorthand notation of quantum chemistry for four-center two-electron integrals

(i j |kl) =
��

ϕi(r)ϕ j(r)ϕk(r�)ϕl(r�)

|r − r�|
dr dr�. (14)
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How to determine the expansion coefficients?
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3.3. Metric and variational principle in resolution of identity (RI)

For a given set of ABFs {Pµ(r)}, the way to determine the expansion coefficients Cµ
i j is not

unique. Different variational procedures give rise to different versions of RI and different

working equations for computing the Cµ
i j [71–78].

The expansion error of basis products in terms of the ABFs (equation (35)) is

δρi j(r) = ρ̃i j(r) − ρi j(r) =
�

µ

Cµ
i j Pµ(r) − ϕi(r)ϕ j(r). (38)

One choice for the construction of the expansion coefficients Cµ
i j is to minimize the residual

δρi j(r). A simple least-square fit amounts to minimizing the norm of the residual,
�

|δρi j(r)|2dr,

and yields

Cµ
i j =

�

ν

�i j |ν�S−1

νµ , (39)

where

�i j |µ� =
�

ϕi(r)ϕ j(r)Pµ(r)dr (40)

and

Sµν =
�

Pµ(r)Pν(r)dr. (41)

Combining (36) and (39), one arrives at the following approximation to the four-center Coulomb

integrals:

(i j |kl) =
�

µνµ�ν�

�i j |µ�S−1

µν Vνν� S−1

ν�µ� �kl|µ��. (42)

In the literature, equation (42) is therefore referred to as the ‘SVS’ version [75] of RI (‘RI-

SVS’ in the following) because of the appearance of the inverse S before and after the V matrix

in (42).

A better criterion for obtaining Cµ
i j is to directly minimize the RI error of the four-center

integrals themselves,

δ Ii j,kl = (ρ̃i j |ρ̃kl) − (ρi j |ρkl). (43)

As shown by Whitten [72], δ Ii j,kl has an upper bound:

δ Ii j,kl < (δρi j |δρi j)
1/2(δρkl |δρkl)

1/2
+ (ρ̃kl |δρkl)

1/2(δρi j |δρi j)
1/2

+(ρ̃i j |δρi j)
1/2(δρkl |δρkl)

1/2. (44)

The minimization of δ Ii j,kl can thus be achieved by independently minimizing δUi j = (δρi j |δρi j)
and δUkl = (δρkl |δρkl)—the self-repulsion of the basis pair density residuals. Minimizing δUi j

with respect to Cµ
i j leads to [72–75]

Cµ
i j =

�

ν

(i j |ν)V −1

νµ , (45)

where

(i j |ν) =
��

φi(r)φ j(r)Pν(r�)

|r − r�|
dr dr�, (46)
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four-center two-electron integrals can be a major bottleneck for approaches beyond LDA and
GGAs.

For analytical GTOs, algorithms have been developed to handle (mn, σ |ab, σ �) integrals
efficiently and on the fly [130, 131]. More general NAOs, however, are not amenable to such
algorithms. In the context of HF, we note that RI is not the only technique available to deal
with the four-center integrals: making use of the translational properties of spherical harmonics,
Talman and others have developed the techniques based on multipole expansions of basis
functions [132–135]. Multi-center NAO integrals can then be treated partially analytically.
Alternatively, efficient Poisson solvers [136] have recently been used to enable direct NAO
HF calculations through four-center integrals for simple systems [133, 136]. Finally, another
different numerical route (based on expanding orbital products directly) has been adopted along
the line of time-dependent DFT in the linear-response framework [137]. RI is, however, most
successful at reducing the computational load compared to direct four-center integral-based
methods, most prominently for MP2 in quantum chemistry [77], which is why we pursue this
route here.

3.2. Auxiliary basis

The RI or synonymously the density fitting technique [71–78] amounts to representing
pair products of atomic basis functions ϕi(r)ϕ j(r) in terms of auxiliary basis functions
(ABFs),

ρi j(r) ≡ ϕi(r)ϕ j(r) ≈ ρ̃i j(r) ≡
�

µ

Cµ
i j Pµ(r). (35)

µ = 1, 2, . . . , Naux labels the ABFs {Pµ}, Cµ
i j are the expansion coefficients, and ρi j(r) and

ρ̃i j(r) here denote pair products of basis functions and their approximate expansion in ABFs.
The evaluation of the four-center integrals in (14) then reduces to

(i j |kl) ≈
�

µν

Cµ
i j(µ|ν)Cν

kl, (36)

(µ|ν) = Vµν =
�

Pµ(r)Pν(r�)

|r − r�|
dr dr�. (37)

To determine the expansion coefficients Cµ
i j , three-center integrals involving the ABFs and the

pair products of the NAOs are required. Thus the expensive (both in time and memory, if there
is a need to pre-compute numerical matrix elements) four-center integrals reduce to the much
cheaper three-center and two-center ones in RI. The key reason for the success of RI lies in
the fact that the set of all possible pair products {ϕi(r) · ϕ j(r)}, as a set of basis functions
in three-dimensional (3D) function space, is heavily linearly dependent. Their number scales
quadratically with system size, while a non-redundant basis set that expands the same 3D space
should scale linearly with system size. For example, the non-interacting response function χ0

in (19), as well as the screened Coulomb interaction W in (26), is written in terms of orbital
pair products and hence can be represented in terms of the ABFs. As will be shown below, this
naturally leads to an RI implementation for RPA and GW .

Next we will present RI formulations for all pertinent methods in this paper before
presenting our specific choice for the ABFs.
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functions [132–135]. Multi-center NAO integrals can then be treated partially analytically.
Alternatively, efficient Poisson solvers [136] have recently been used to enable direct NAO
HF calculations through four-center integrals for simple systems [133, 136]. Finally, another
different numerical route (based on expanding orbital products directly) has been adopted along
the line of time-dependent DFT in the linear-response framework [137]. RI is, however, most
successful at reducing the computational load compared to direct four-center integral-based
methods, most prominently for MP2 in quantum chemistry [77], which is why we pursue this
route here.

3.2. Auxiliary basis

The RI or synonymously the density fitting technique [71–78] amounts to representing
pair products of atomic basis functions ϕi(r)ϕ j(r) in terms of auxiliary basis functions
(ABFs),

ρi j(r) ≡ ϕi(r)ϕ j(r) ≈ ρ̃i j(r) ≡
�
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i j Pµ(r). (35)

µ = 1, 2, . . . , Naux labels the ABFs {Pµ}, Cµ
i j are the expansion coefficients, and ρi j(r) and

ρ̃i j(r) here denote pair products of basis functions and their approximate expansion in ABFs.
The evaluation of the four-center integrals in (14) then reduces to
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µν
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i j(µ|ν)Cν

kl, (36)

(µ|ν) = Vµν =
�

Pµ(r)Pν(r�)

|r − r�|
dr dr�. (37)

To determine the expansion coefficients Cµ
i j , three-center integrals involving the ABFs and the

pair products of the NAOs are required. Thus the expensive (both in time and memory, if there
is a need to pre-compute numerical matrix elements) four-center integrals reduce to the much
cheaper three-center and two-center ones in RI. The key reason for the success of RI lies in
the fact that the set of all possible pair products {ϕi(r) · ϕ j(r)}, as a set of basis functions
in three-dimensional (3D) function space, is heavily linearly dependent. Their number scales
quadratically with system size, while a non-redundant basis set that expands the same 3D space
should scale linearly with system size. For example, the non-interacting response function χ0

in (19), as well as the screened Coulomb interaction W in (26), is written in terms of orbital
pair products and hence can be represented in terms of the ABFs. As will be shown below, this
naturally leads to an RI implementation for RPA and GW .

Next we will present RI formulations for all pertinent methods in this paper before
presenting our specific choice for the ABFs.
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Numeric atom-centered orbitals + resolution of the identity

map sc-GW into a linear algebra problem

1-D Hydrogen chain (minimal basis set)

N4 scaling with the 
number of basis 
functions (same as 
G0W0)



Outline

• The GW approximation (why self-consistency?)

• Implementation of sc-GW in FHI-aims 

• Application to atoms, molecules and molecular 
interfaces



Spectral function from scGW

Spectral function:
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Comparison of several self-consistent approaches
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Ground-state properties from sc-GW

Etot = EDFT − Exc + Ex + Ec (45)

vσs (r) (46)

vσs (r) = vext(r) + v0(r) +
∑

t

bσt gt(r) (47)

[T̂ + vσs (r)]φiσ = εiσφiσ (48)

δE[n(r)]

δn(r)
= 0 (49)

δE[φiσ ]

δbσt
= 0 (50)

G−1 = G−1
0 − Σ (51)

Σ = Σ[G] (52)

Σ = −iGv (53)

7

from the self-consistent Green function

Example of quantities we can calculate:
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FIG. 1. (Color online) Total energy (a) and ionization en-
ergy (b) of N2 at each iteration of the sc-GW loop for a HF
(squares) and PBE (circles) input Green function, for the aug-
cc-pVQZ [19] basis set. The (absolute values of the) differ-
ences arising from HF and PBE initializations vanish expo-
nentially for both total energy (c) and ionization energy (d).

accounts for changes in the Hartree potential due to den-
sity differences between G0 and G, and v0 is the exact-
exchange operator in HF or the Kohn-Sham exchange-
correlation potential in DFT. The interdependence of
Eq. 1 and Eq. 2 is the very origin of the self-consistent
nature of the GW approach.

It is common practice, however, to solve Eq. 1 and
Eq. 2 just once, in the so-called G0W0 approximation.
If Eq. 2 is not solved, the G0W0 quasi-particle energies
are given in first-order perturbation theory as corrections
to the reference eigenvalues ({ε0n}) [20] as εQP

n = ε0n +
Re

〈

ψ0
n

∣

∣Σ(εQP
n )− v0

∣

∣ψ0
n

〉

.
In this work, Eqs. 1-2 were solved iteratively; moreover

the screened interaction W is also updated at each iter-
ation taking into account the full frequency dependence
of the polarizability χ0 on the imaginary axis. In sc-GW
the single particle excitation spectrum is given by the
(integrated) spectral function:

A(ω) = −1/π

∫

dr lim
r
′→r

ImG(r, r′,ω) . (3)

The ground-state density n(r) also follows directly from
the Green function [1]:

n(r) = −2iG(r, r, τ = 0−) . (4)

The situation is more complicated for the total energy.
As alluded to above, for a given Green function different
prescriptions exist to compute the associated total energy
such as the Galitskii-Migdal formula [21], the Luttinger-
Ward [22] or the Klein [23] functional. The latter two
are variational in the sense that they are stationary at
the self-consistent Green function, and therefore might
provide better total energies than the Galitskii-Migdal

formula when evaluated with non-self-consistent Green
functions [24, 25]. However, at self-consistency all three
approaches are equivalent. For this reason, we choose the
Galitskii-Migdal formula

EGM = −i

∫

dω

2π
Tr {[ω + h0]G(ω)}+ Eion , (5)

because it is easier to implement. Equation 5 can be
rewritten by using the equation of motion for the one
particle Green function [26]

EGM = −i
∑

i,j

Gij(τ = 0−)[tij + vextij + vHij + Σx
ij ]

− i
∑

i,j

∫

dω

2π
Gij(ω)Σ

c
i,j(ω) + Eion . (6)

Here t is the kinetic-energy operator, vH the Hartree po-
tential and Σx and Σc are the exchange and correlation
parts of the self-energy, respectively. The trace of Eq. 5
is expressed as sum over basis functions in Eq. 6 and
the frequency integration can be conveniently performed
along the imaginary axis [26].

For comparison, we also computed G0W0 total ener-
gies with different starting points. However, as indicated
above, G0W0 total energies are not uniquely defined, be-
cause the Green function and the self-energy are never
on the same level. If, for example, the Dyson equation is
not solved, G0 and Σ0 = G0W0 enter Eq. 6. If the Dyson
equation is solved, the resulting G1 is still inconsistent
with Σ0. In the following we refer to the combination of
G0 and Σ0 in Eq. 6 as G0W0 total energy and denote the
corresponding starting point with @starting point.

We have implemented sc-GW in the all-electron elec-
tronic structure code FHI-aims [27, 28]. Equation 1-4 and
Eq. 6 are solved in a numerical atomic orbital (NAO) ba-
sis using the resolution of identity technique to treat all
two-particle operators efficiently [28]. All calculations are
performed on the imaginary frequency axis and the spec-
tral function is obtained by analytic continuation to the
real frequency axis [28]. The analytic continuation con-
stitutes the only approximation of our implementation
of the sc-GW method. More information on the compu-
tation of the screened Coulomb interaction in sc-GW is
given in the Supplemental Material [29]. Further details
of the implementation will be given elsewhere [30].

In Fig. 1 we demonstrate for N2 that the sc-GW Green
function provides total energies (a) and vertical ioniza-
tion energies (b) that are independent of the starting
point. Figure 1 explicitly illustrates this for initial-
izing the self-consistency cycle with HF and DFT in
the Perdew, Burke, and Ernzerhof (PBE) [34] gener-
alized gradient approximation, but other initializations
like the local-density approximation (LDA) or the sim-
ple Hartree approximation produce the same final sc-GW
Green function (not shown). The deviation in the Green

Total energy

Density matrix

〈Ψ|Ĥ |Ψ〉 ≥ 〈Ψ0|Ĥ |Ψ0〉 = E0 (83)

Etot = Etot[G] (84)

Etot[Gproof ] ! Etot[Gexact] (85)

vxc = (GGKS)
−1GKSΣG (86)

G = G0 +G0ΣG (87)

ĥ0
i = t̂i + v̂exti (88)

vxcij ≡
1

2
{Re[Σ(εi)]ij +Re[Σ(εj)]ij} (89)

N = −i

∫

dr′ lim
r→r

′

lim
t→t+

G(rt, r′t′) (90)

n(r, r′) = −2iG(r, r′, τ = 0−) (91)
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izing the self-consistency cycle with HF and DFT in
the Perdew, Burke, and Ernzerhof (PBE) [34] gener-
alized gradient approximation, but other initializations
like the local-density approximation (LDA) or the sim-
ple Hartree approximation produce the same final sc-GW
Green function (not shown). The deviation in the Green
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(squares) and PBE (circles) input Green function, for the aug-
cc-pVQZ [19] basis set. The (absolute values of the) differ-
ences arising from HF and PBE initializations vanish expo-
nentially for both total energy (c) and ionization energy (d).

accounts for changes in the Hartree potential due to den-
sity differences between G0 and G, and v0 is the exact-
exchange operator in HF or the Kohn-Sham exchange-
correlation potential in DFT. The interdependence of
Eq. 1 and Eq. 2 is the very origin of the self-consistent
nature of the GW approach.

It is common practice, however, to solve Eq. 1 and
Eq. 2 just once, in the so-called G0W0 approximation.
If Eq. 2 is not solved, the G0W0 quasi-particle energies
are given in first-order perturbation theory as corrections
to the reference eigenvalues ({ε0n}) [20] as εQP

n = ε0n +
Re

〈

ψ0
n

∣

∣Σ(εQP
n )− v0

∣

∣ψ0
n

〉

.
In this work, Eqs. 1-2 were solved iteratively; moreover

the screened interaction W is also updated at each iter-
ation taking into account the full frequency dependence
of the polarizability χ0 on the imaginary axis. In sc-GW
the single particle excitation spectrum is given by the
(integrated) spectral function:

A(ω) = −1/π

∫

dr lim
r
′→r

ImG(r, r′,ω) . (3)

The ground-state density n(r) also follows directly from
the Green function [1]:

n(r) = −2iG(r, r, τ = 0−) . (4)

The situation is more complicated for the total energy.
As alluded to above, for a given Green function different
prescriptions exist to compute the associated total energy
such as the Galitskii-Migdal formula [21], the Luttinger-
Ward [22] or the Klein [23] functional. The latter two
are variational in the sense that they are stationary at
the self-consistent Green function, and therefore might
provide better total energies than the Galitskii-Migdal

formula when evaluated with non-self-consistent Green
functions [24, 25]. However, at self-consistency all three
approaches are equivalent. For this reason, we choose the
Galitskii-Migdal formula

EGM = −i

∫

dω

2π
Tr {[ω + h0]G(ω)}+ Eion , (5)

because it is easier to implement. Equation 5 can be
rewritten by using the equation of motion for the one
particle Green function [26]

EGM = −i
∑

i,j

Gij(τ = 0−)[tij + vextij + vHij + Σx
ij ]

− i
∑

i,j

∫

dω

2π
Gij(ω)Σ

c
i,j(ω) + Eion . (6)

Here t is the kinetic-energy operator, vH the Hartree po-
tential and Σx and Σc are the exchange and correlation
parts of the self-energy, respectively. The trace of Eq. 5
is expressed as sum over basis functions in Eq. 6 and
the frequency integration can be conveniently performed
along the imaginary axis [26].

For comparison, we also computed G0W0 total ener-
gies with different starting points. However, as indicated
above, G0W0 total energies are not uniquely defined, be-
cause the Green function and the self-energy are never
on the same level. If, for example, the Dyson equation is
not solved, G0 and Σ0 = G0W0 enter Eq. 6. If the Dyson
equation is solved, the resulting G1 is still inconsistent
with Σ0. In the following we refer to the combination of
G0 and Σ0 in Eq. 6 as G0W0 total energy and denote the
corresponding starting point with @starting point.

We have implemented sc-GW in the all-electron elec-
tronic structure code FHI-aims [27, 28]. Equation 1-4 and
Eq. 6 are solved in a numerical atomic orbital (NAO) ba-
sis using the resolution of identity technique to treat all
two-particle operators efficiently [28]. All calculations are
performed on the imaginary frequency axis and the spec-
tral function is obtained by analytic continuation to the
real frequency axis [28]. The analytic continuation con-
stitutes the only approximation of our implementation
of the sc-GW method. More information on the compu-
tation of the screened Coulomb interaction in sc-GW is
given in the Supplemental Material [29]. Further details
of the implementation will be given elsewhere [30].

In Fig. 1 we demonstrate for N2 that the sc-GW Green
function provides total energies (a) and vertical ioniza-
tion energies (b) that are independent of the starting
point. Figure 1 explicitly illustrates this for initial-
izing the self-consistency cycle with HF and DFT in
the Perdew, Burke, and Ernzerhof (PBE) [34] gener-
alized gradient approximation, but other initializations
like the local-density approximation (LDA) or the sim-
ple Hartree approximation produce the same final sc-GW
Green function (not shown). The deviation in the Green
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FIG. 1. (Color online) Total energy (a) and ionization en-
ergy (b) of N2 at each iteration of the sc-GW loop for a HF
(squares) and PBE (circles) input Green function, for the aug-
cc-pVQZ [19] basis set. The (absolute values of the) differ-
ences arising from HF and PBE initializations vanish expo-
nentially for both total energy (c) and ionization energy (d).

accounts for changes in the Hartree potential due to den-
sity differences between G0 and G, and v0 is the exact-
exchange operator in HF or the Kohn-Sham exchange-
correlation potential in DFT. The interdependence of
Eq. 1 and Eq. 2 is the very origin of the self-consistent
nature of the GW approach.

It is common practice, however, to solve Eq. 1 and
Eq. 2 just once, in the so-called G0W0 approximation.
If Eq. 2 is not solved, the G0W0 quasi-particle energies
are given in first-order perturbation theory as corrections
to the reference eigenvalues ({ε0n}) [20] as εQP

n = ε0n +
Re

〈
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In this work, Eqs. 1-2 were solved iteratively; moreover

the screened interaction W is also updated at each iter-
ation taking into account the full frequency dependence
of the polarizability χ0 on the imaginary axis. In sc-GW
the single particle excitation spectrum is given by the
(integrated) spectral function:

A(ω) = −1/π

∫

dr lim
r
′→r

ImG(r, r′,ω) . (3)

The ground-state density n(r) also follows directly from
the Green function [1]:

n(r) = −2iG(r, r, τ = 0−) . (4)

The situation is more complicated for the total energy.
As alluded to above, for a given Green function different
prescriptions exist to compute the associated total energy
such as the Galitskii-Migdal formula [21], the Luttinger-
Ward [22] or the Klein [23] functional. The latter two
are variational in the sense that they are stationary at
the self-consistent Green function, and therefore might
provide better total energies than the Galitskii-Migdal

formula when evaluated with non-self-consistent Green
functions [24, 25]. However, at self-consistency all three
approaches are equivalent. For this reason, we choose the
Galitskii-Migdal formula

EGM = −i

∫

dω

2π
Tr {[ω + h0]G(ω)}+ Eion , (5)

because it is easier to implement. Equation 5 can be
rewritten by using the equation of motion for the one
particle Green function [26]

EGM = −i
∑

i,j

Gij(τ = 0−)[tij + vextij + vHij + Σx
ij ]

− i
∑

i,j

∫

dω

2π
Gij(ω)Σ
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i,j(ω) + Eion . (6)

Here t is the kinetic-energy operator, vH the Hartree po-
tential and Σx and Σc are the exchange and correlation
parts of the self-energy, respectively. The trace of Eq. 5
is expressed as sum over basis functions in Eq. 6 and
the frequency integration can be conveniently performed
along the imaginary axis [26].

For comparison, we also computed G0W0 total ener-
gies with different starting points. However, as indicated
above, G0W0 total energies are not uniquely defined, be-
cause the Green function and the self-energy are never
on the same level. If, for example, the Dyson equation is
not solved, G0 and Σ0 = G0W0 enter Eq. 6. If the Dyson
equation is solved, the resulting G1 is still inconsistent
with Σ0. In the following we refer to the combination of
G0 and Σ0 in Eq. 6 as G0W0 total energy and denote the
corresponding starting point with @starting point.

We have implemented sc-GW in the all-electron elec-
tronic structure code FHI-aims [27, 28]. Equation 1-4 and
Eq. 6 are solved in a numerical atomic orbital (NAO) ba-
sis using the resolution of identity technique to treat all
two-particle operators efficiently [28]. All calculations are
performed on the imaginary frequency axis and the spec-
tral function is obtained by analytic continuation to the
real frequency axis [28]. The analytic continuation con-
stitutes the only approximation of our implementation
of the sc-GW method. More information on the compu-
tation of the screened Coulomb interaction in sc-GW is
given in the Supplemental Material [29]. Further details
of the implementation will be given elsewhere [30].

In Fig. 1 we demonstrate for N2 that the sc-GW Green
function provides total energies (a) and vertical ioniza-
tion energies (b) that are independent of the starting
point. Figure 1 explicitly illustrates this for initial-
izing the self-consistency cycle with HF and DFT in
the Perdew, Burke, and Ernzerhof (PBE) [34] gener-
alized gradient approximation, but other initializations
like the local-density approximation (LDA) or the sim-
ple Hartree approximation produce the same final sc-GW
Green function (not shown). The deviation in the Green

Etot = EDFT − Exc + Ex + Ec (45)

vσs (r) (46)

vσs (r) = vext(r) + v0(r) +
∑

t

bσt gt(r) (47)

[T̂ + vσs (r)]φiσ = εiσφiσ (48)

δE[n(r)]

δn(r)
= 0 (49)

δE[φiσ ]

δbσt
= 0 (50)

G−1 = G−1
0 − Σ (51)

Σ = Σ[G] (52)

Σ = −iGv (53)

ρ(CCSD)− ρ(HF ) (54)

ρ(scGW )− ρ(HF ) (55)

ρ(PBE)− ρ(HF ) (56)

7

Debye Exp. sc-GW HF

0.11 0.07 -0.13

3

CO d νvib µ Eb

Exp.[35] 1.128 2169 0.11 11.11

sc-GW 1.118 2322 0.07 10.19

G0W0@HF 1.119 2647 - 11.88

G0W0@PBE 1.143 2322 - 12.16

(EX+cRPA)@HF 1.116 2321 - 10.19

(EX+cRPA)@PBE 1.135 2115 - 10.45

PBE 1.137 2128 0.20 11.67

HF 1.102 2448 -0.13 7.63

TABLE I. Equilibrium bond length d, vibrational frequency
νvib, dipole moment µ and binding energy Eb of the CO
dimer. Units are respectively Å, cm−1, Debye and eV. All
calculation were performed with a Tier 4 basis set.

function exemplified by the (absolute value of the) total
energy difference (Fig. 1(c)) and the ionization energy
difference (Fig. 1(d)) converges exponentially fast with
the number of iterations, canceling the starting point de-
pendence. Further tests performed on a set of 30 closed
shell molecules (see Fig. 4) confirm this fact and demon-
strate that sc-GW provides a recipe for linking differ-
ent reference systems of independent electrons (or non-
interacting Kohn-Sham particles) to a unified interacting
many-body state.

Having established that the sc-GW solution is indepen-
dent of the starting point we now turn to an assessment
of the performance of the GW approach for ionization
potentials, electron densities and total energies. For el-
ements in the first two rows of the periodic table (i.e.
Z = 1 − 10) and small molecules like H2 and LiH ac-
curate reference data from configuration interaction (CI)
calculations are available [30–32]. Figure 2 reports the
difference to these CI values for basis set converged sc-
GW , G0W0@PBE and G0W0@HF calculations. A subset
of these has previously been calculated using sc-GW [13]
and our results are in excellent agreement with the pub-
lished results (with a maximum deviation of " 0.4%).
In line with previous calculation for the electron gas
[24, 26, 34], atoms and small molecules [13], G0W0 to-
tal energies (in various flavors) tend to be too negative.
The self-consistent treatment largely (but not fully) cor-
rects this overestimation and provides total energies in
more satisfying agreement with full CI. The remaining
overestimation provides a clear and unbiased quantifica-
tion of the required vertex corrections in a beyond GW
treatment.

To assess other ground state properties, like the equi-
librium atomic structure, would require atomic forces
(i.e. derivatives of the total energy with respect to atomic
coordinates), which are presently not available for sc-
GW . For diatomic molecules, however, structural prop-
erties such as vibrational frequencies, bond lengths and
binding energies can be determined directly from the the
potential energy curve. Other ground state properties,

e.g. dipole moments, can be inferred directly from the
electron density also for more complex systems. For
brevity, we only present the case of CO here and refer
to a future publication for a more detailed discussion of
ground state properties in sc-GW [29].

In Table I we report the experimental values for the
bond length d, vibrational frequency νvib, dipole mo-
ment µ and binding energy Eb of CO [35] together with
the theoretical values obtained from several perturbative
and non-perturbative approaches. DFT in the exact-
exchange plus correlation in the random-phase approx-
imation (EX+cRPA) is currently regarded as one of the
most advanced DFT functionals. Based on PBE, it is
remarkably accurate for the bond length and vibrational
frequency of CO [36]. However, like G0W0, EX+cRPA
exhibits a considerable starting point dependence and
gives no direct access to dipole moments. In sc-GW ,
the quality of the new density, obtained through Eq. 4,
is manifested in the improved dipole moment, which is
in much better agreement with the experimental value
than PBE and HF. Additional information on the quality
of the sc-GW electron density are reported in the sup-
plemental material. The vibrational frequency, on the
other hand, is overestimated and not substantially differ-
ent from the perturbative G0W0 values. Self-consistency
over-corrects the overestimation of the G0W0 binding en-
ergy, resulting in an underestimation of about 1 eV for
Eb compared to experiment. Similarly, the sc-GW bond
length is slightly too small and is close to G0W0@HF.
This assessment of the GW approach for ground state
properties, facilitated by sc-GW , clearly indicates where
future challenges in going beyond GW lie.
Finally, we turn to the description of spectral prop-

erties. For the electron gas Holm and von Barth first
reported a deterioration of the spectral properties [38]
in sc-GW compared to G0W0@LDA calculations. For
the spectra of simple solids like silicon and sodium, con-
troversy then arose with some authors advocating self-
consistency [39] and others dismissing it [34, 40]. Part of
this controversy can be traced back to convergence diffi-
culties in the early all-electron calculations [41], while the
influence of the pseudopotential approximation in GW
turned out to be larger than initially anticipated [42].

To test the quality of the sc-GW spectral function we
chose the benzene molecule as a benchmark, for which
the sc-GW spectral function in Fig. 3 is compared to
the G0W0@HF and G0W0@PBE ones calculated using
Eq. 3. The vertical ionization energies (VIEs) shown in
the right panel of Fig. 3 correspond to the peak positions
in the corresponding spectra. The G0W0 spectra depend
strongly on the starting point: HF-(PBE-)based G0W0

has a tendency to overestimate (underestimate) VIEs.
The deviation between G0W0@HF and G0W0@PBE is
" 0.5 eV for the first ionization energy and can be as large
as " 3 eV for lower lying quasi-particle states. Further-
more, due to overscreening G0W0@PBE yields a large

Improvement in the dipole moment:

sc-GW provides a new 
electronic structure 

Etot = EDFT − Exc + Ex + Ec (45)

vσs (r) (46)

vσs (r) = vext(r) + v0(r) +
∑

t

bσt gt(r) (47)

[T̂ + vσs (r)]φiσ = εiσφiσ (48)

δE[n(r)]

δn(r)
= 0 (49)

δE[φiσ ]

δbσt
= 0 (50)

G−1 = G−1
0 − Σ (51)

Σ = Σ[G] (52)

Σ = −iGv (53)

ρ(CCSD)− ρ(HF ) (54)

ρ(scGW )− ρ(HF ) (55)

ρ(PBE)− ρ(HF ) (56)
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Summary

• Implementation based on NAO and RI

• Poles expansion of G, for an efficient and accurate 
evaluation of Fourier integrals

• sc-GW is independent of the starting point and 
incorporate many-body effects in the ground-state

•Accurate excitation spectrum for molecules

•A promising framework for describing change-
transfer at (molecular) interfaces



Acknowledgements

Fritz-Haber-Institute, Berlin
Patrick Rinke
Xinguo Ren 
Angel Rubio
Matthias Scheffler
Viktor Atalla

University of Texas Austin
Noa Marom

Thank you!


