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Questions/Problem

How to find (efficiently) the electronic ground state?
⇒ Solve Kohn-Sham Equations
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How to find (efficiently) the self-consistent charge density?



Outline

How to get to the Born-Oppenheimer surface?

(1)  Diagonalize the Hamiltonian 
• Direct diagonalization
• Iterative diagonalization

(2) Perform self consistency (find nSCF)
• direct methods
• iterative methods [combine step (1) 
and (2)]

How to move on the Born-Oppenheimer surface?
• Equilibrium geometry (T=0K)
• Molecular dynamics  (⇒ Session L16)
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Basis set representation

⇒ Solve eigenvalue problem:

Basis set expansion: ∑
µ

µ µ=ϕ ii c

1̂=µµ∑
µ

µνδ=νµ orthogonal

complete

KS-equations: iiiH ϕεϕ = iiiH ϕνε=ϕµµν∑
µ

YYH
rr

ε= ˆ

Problems: • N3 scaling
• complete Hamiltonian has to be saved 

direct diagonalization:



















ε

ε

=























































NNNNN

N

NNN

N

NNN

N

UU

UU

HH

HH

UU

UU

LL

MOM

MOM

LL

LL

MOM

MOM

LL

LL

MOM

MOM

LL

LL

MOM

MOM

LL

0

011

1

111

1

111

1

111

ε=
r

1̂ˆˆˆ UHU T [see e.g. Numerical recipes]



Discussion: Plane wave basis 

Example: cubic cell with a=5Å

5 14 534
10 20 1510
15 25 2774
20 28 4271
40 40 12081

100 64 47752

Ecut (Ry) nmax NPW

Realistic systems have basis sets with 104...6 functions!

⇒ direct diagonalization inefficient/impossible

5Å



Iterative diagonalization
Basic idea:

⇒ Find equation of motion (EOM) which minimizes total energy!
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Total energy gradient:

with ijji δ=ϕϕ

Residuum: ( ) iii HF ϕε−=
iϕ
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First order EOM: iiF ϕα=− & α “friction” parameter

or: ( ) iiH ϕα−=ϕε− &

interesting aspect: time dependent Schrödinger equation for hi→α



Scaling of the iterative algorithm

Equation of motion:

Trick: Use locality of the contributions of the Hamiltonian in real
and reciprocal space!
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M  number of states (<<N)



Construction of the initial wave functions

Iterative schema: { }( ))()1( n
i

n
i F ϕϕ =+

Problem:  How to construct                 ? { })0(
iϕ

Solutions:
• Direct diagonalization (not possible for large systems)
• Random numbers
• Direct diagonalization in PW subset
• Direct diagonalization in LCAO basis set 

ground state 
Hilbert space( ) rkGi

G
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rr
rr )( )( +∑=Ψ

J. Neugebauer and C. Van de Walle, Mat. Res. Soc. Symp. Proc. 408, 43-48 (1996).



Diagonalization in LCAO basis set

Expand atomic orbitals in plane waves: ( ) rkGi

G
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µ ... atomic s, p, d orbitals

Construct hamiltonian and overlap matrix: ( )
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Formally fully equivalent to wave functions: ( ) rkGi

G
kk

eGcr
rrr

r
rr
rr )( )( +∑=Ψ

Solve generalized eigenvalue problem: ( ) ( ){ } 0   =− iki kSkH ψµε µνµν
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Number of atomic orbitals << Number of plane waves (approx. 1:100)
Eigenvalue problem can be easily solved! 



Convergence Criteria (I)
iterative solution:

Before iteration step:

( ) tH nnn ∆ϕε−−ϕ=ϕ + )()()1( )()( nn H ϕϕ=ε

exact solution: ( ) 0=χε− iH

representation of the trial wave function in the χi set:
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Convergence Criteria (II)
Before iteration step: ( ) tiii ∆ε−ε−α=β

1ε
Nε

iα EOM:

After iteration step:
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Nε

iβ

After orthogonalization:

optimum time step:

1ε
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ε
• Orthogonalization essential for each iteration step
• Convergence rate decreases with increasing number of PW
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Preconditioning
Residual error:

Hamiltonian in PW basis:

Kinetic energy dominates for high wave numbers!:

( ) ( ) ϕ∆=ϕ∆ε−=ϕ∆+χε− ~HH

ϕ=:
we need this we get this
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Partition Hamiltonian: LDH ˆˆˆ +=

diagonal matrix all diagonal elements are zero

For high wave numbers: DH ˆˆ ≈ ( ) ϕ∆=ϕ∆ε−
− ~ˆ 1

D



Preconditioning:Geometric interpretation

Without preconditioning:

With preconditioning:



Williams-Soler Algorithm

Equation of motion: ( ) iiiH ϕα−=ϕε− &

EOM for a single state:

In plane-wave basis set:
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Assumption: GB not time dependent 

Improves significantly the convergence rate for high PW energy cutoffs! 

A. Williams and J. Soler, Bull. Am. Phys. Soc. 32, 562 (1987).



How to obtain more efficient schemes?

(1) Use higher order equations of motion:

(2) Perform accurate line minimization along the search direction:



Use higher order in time
( )K&&& ,, iii F ϕϕ=ϕ

equivalent:
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no additional computational effort!

Higher order EOM’s

Goal: Find total-energy minimum more efficiently

Strategies:
• minimize number of iterations
• minimize computational effort for each step
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Two approaches

Use higher derivatives
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Second order equation of motion

Finite differences: ( ) ( ) 2
)1(

1
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Expansion with respect to eigenfunctions χi:
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Two possible scenarios
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F. Tassone et al., Phys. Rev. B50, 10561 (1994).



Conjugate Gradient Schemes

Construct the best possible search direction based on the history of gradients:

ig
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1+ig
r

1+iX
r
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This direction can be analytically calculated assuming a harmonic total energy surface:

ii

ii
i gg

gg 11 ++=λ

in praxis replaced by preconditioned gradient! 

Properties: +   very efficient: number of iterations ≤ dimensionality of problem
+   search directions are completely decoupled (conjugated)
(-) accurate line minimization crucial (i.e., one CCG-step needs at least

two electronic steps)
see e.g.: M.C. Payne et al., Phys. Rev. B56, 2656 (1986).



Charge self-consistency

What did we do so far?

[ ] )1()1()(  +α+αα ϕε=ϕ iiinH
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What remains to be done?

calculate new charge density:

efficient methods to calculate
one-particle energies and 
eigenfunctions

Goal: 

self-consistent charge density ( ) ( )rnrn
rr )()1( α+α =

input densityoutput density

How to achieve charge self-consistency?



Indirect Methods

Self-consistency is enforced at each iteration step!

Update after each electronic step:
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Approach works for
• Steepest Descent
• Williams Soler
• Higher order schemes

but not for
• Conjugate gradient

→ line minimization not
possible



Occurrence of  Instabilities

iϕ
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Xi
Xi electronic search direction

E1,1
E1,2

E2,2
E2,3

E3,3

Instabilities may occur ⇒ convergence in total energy destroyed

Behavior for badly converging systems:



Origin of the Instabilities (I)

Hartree potential: ( ) ( )
2
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Change in Hartree potential: ( ) ( )
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HartreeV∆ Instability increases with
increasing system size:
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With increasing system size even small perturbations in the charge density
may have a huge effect on the electrostatic potential!

L

Behavior of the electrostatic potential:



Origin of the Instabilities (II)

ε

foccq

ε

Fermi distribution

q+∆qq-∆q

Stable against charge fluctuations!

High electronic temperatures:

ε

foccq

ε

Fermi distribution

q+∆qq-∆q

Low electronic temperatures:

Unstable against charge fluctuations!

How to avoid these instabilities?

Metallic systems:



Instabilities: Solutions (I)

Solution: Make self-consistency step (dashed line) shorter
• use charge density mixer:
• use damping in the occupation numbers
• use smaller time step 
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Instabilities: Solutions (II)
Solution: 

• Construct a search direction which minimizes energy with respect to
both self-consistency and diagonalization

• Apply a CCG minimizer
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Advantages:
• very stable
• monotonous behavior
• fast convergence 

Note:
• can be used only

for non-metallic
systems 

S. Ismail-Beigi and T.A. Arias, Comp. Phys. Comm. 128, 1 (2000).



Instabilities: Solutions (III)

Solution: Direct Methods
• Fully diagonalize the Hamiltonian  
• Perform than an efficient mixing scheme
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G. Kresse, J. Furthmüller, Phys. Rev. B54, 11169 (1996).



Efficient Mixing Schemes

indirect Methods: { } ),( iinout nfn ϕ=

direct Methods: )( inout nfn =

Residuum: inout nnR −= Self-consistency:  0=RR
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~

innfR =

Idea: Assume linearity of f
~ ⇒ Pulay mixing

⇒ use information from previous steps  [R(n(i))]
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with: ∑
=

+ α=
m

i

i
i

m RR
1
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Practical realization: use R(m)-R(m-1) rather then R(m) (DIIS)
precondition R(m) (Kerker mixing)



Comparison of the Different Methods

Method diag. charge density # internal steps # steps systems
Steepest Descent single it. it. 1 - all
Williams Soler single it. it. 1 + all
Damped Joannopoulos single it. it. 1 ++ all
All band Conj. Grad. single it. it. 2 +++ non metallic
State by State Conj. Grad. full it. DIIS 2...10 ++ all
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Example I: Metallic Systems
System: Spin-polarized cubic MnAs

Steepest Descent

Damped Joannopoulos

Williams Soler

DIIS-CCG

DIIS-CCG has fastest convergence rate (but convergence step rather expensive)
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Example II: Non-metallic Systems
System: 3-10 helix (30 atoms, Ecut=40 Ry) 

DIIS-CCG

CCG decreases monotonously and shows much faster convergence speed!

CCG



Conclusions

Conjugate gradient based schemes are most stable ones:
• All band conjugate gradient 

⇒ Optimum choice for non-metallic systems
⇒ no input parameters

• Band-by-band conjugate gradient: 
⇒ Excellent convergence but significantly slower
⇒ parameters for preconditioner in density mixing needed (Kerker mixing)

First and second order schemes:
⇒ may be faster than CG-based methods for simple metals such as e.g. Al
⇒ require careful choice of convergence parameters such as time step and 

damping

To obtain maximum performance (e.g. for large/complex systems) you may
combine the various methods. This can be easily set up in the SFIngX input!

SFHIngS provides a variety of efficient minimization techniques


