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Abstract. Obtaining a predictive description of reaction pro-
cesses at surfaces is one of the goals and challenges of mod-
ern theoretical surface science. Over the last few years sig-
nificant advances have been made in this direction due to
increased computer power and methodological developments.
In the present paper we describe some recent progress. As
a specific example, we discuss our first-principles-based ap-
proach for the thermodynamics and kinetics of adparticles at
surfaces, which is applied to the system of oxygen at ruthe-
nium. For the same system, we also describe some results of
our investigations into the oxidation ofCO and the formation
of subsurface oxygen species.

PACS: 68.45.Da; 82.65.My; 82.65.Dp

Understanding the complex behavior of atoms and molecules
at surfaces requires detailed knowledge of both the macro-
scopic and microscopic processes that take place. One of
the biggest challenges in developing a predictive theory of
surface processes is obtaining an accurate description of all
associated properties of the system that are relevant on the
different space and time scales, and linking them properly.
Also other factors such as temperature and gas phase pressure
can play a decisive role in the behavior of the system so that it
is also desirable to take them into account; furthermore, often
interesting phenomena occur far away from thermal equilib-
rium so that in order to understand such processes, additional
theoretical descriptions are required that go beyond ground-
state and equilibrium properties. For example, for some sys-
tems, the behavior under ultrahigh vacuum (UHV) conditions
and “low” temperature (for example, room temperature and
below) may be separated from, and different to, the behavior
at high gas phase pressures and temperatures by the so-called
pressure gap. Thus, although there exists a number of ex-
amples for which extrapolation of data over a wide pressure
range has been demonstrated to be justified [1], conclusions
based on UHV results may not necessarily, or in general, be
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relevant or valid at high pressures and temperatures. Such
a scenario is schematically illustrated in Fig. 1. Under UHV
conditions and low temperatures it may be that only a low
coverage of ordered or disordered adsorbates is attainable on
the surface (i.e., the apparent saturation coverage); at elevated
temperatures and pressures there will be a gas phase pres-
sure of particles in contact with the surface and there may
be a higher coverage on the surface and even occupation of
subsurface sites may occur, due to the additional (thermal) en-
ergy available and the higher attempt frequencies to overcome
kinetic barriers and barriers for diffusion into the surface.

In the literature, several studies have been reported over
recent years that represent notable progress in approaches
aimed at providing a predictive description of processes at
surfaces, for example, the dynamics of dissociative adsorp-
tion of diatomic molecules. This appears to be one of the
simplest of surface reactions, yet its accurate theoretical de-
scription is actually very involved. Earlier studies of such
reactions were based largely on semi-empirical potential en-
ergy surfaces (PESs), i.e., the total energy as a function of
the atomic coordinates. Such energy surfaces describe the
atoms’ dynamics, for example vibrations, rotations, center-
of-mass translation, scattering from the surface, dissociation,
and diffusion. These PESs were restricted in their dimension-
ality in that only a small number of the reaction coordinates

UHV

Θ=0.50

High gas pressure
and temperature

Θ>1.0
Fig. 1. Schematic illustration of possible adsorbate arrangements for low
(gas phase) pressure and temperature (left panel) and for high (gas phase)
pressure and elevated temperature (right panel)
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were considered (e.g. the distance between the atoms of the
dissociating molecule and their perpendicular distance from
the surface), whereas in reality there are at least six import-
ant coordinates (for example thex, y, z coordinates of the
two atoms – assuming the surface remains rigid throughout
the dissociation process, which we note may not always be
a valid assumption). The dynamics of atoms can be treated
classically, i.e. by Newton’s equations of motion, using the
forces acting on the atoms as determined from the underlying
PES, or they can be treated quantum mechanically. More re-
cent studies, so far mainly applied for hydrogen at surfaces,
have been performed using ab initio PESs which have also
taken into account the high dimensionality of the system as
well as extensive statistics. These calculations (see for ex-
ample [2–4] and references therein) demonstrated the impor-
tance of such an accurate description for the understanding
of certain behavior. For the ab initio PES forH2 dissociation,
it has been found that the generalized gradient approxima-
tion (GGA) for the exchange-correlation function represents
a significant improvement in obtaining activation energies
consistent with experiment; the local density approximation
(LDA) severely underestimates the energy barriers [5, 6]. One
may also expect the GGA to yield an improved description
for other reactions at surfaces involving bonds that are being
broken and reformed. Consideration of the high dimension-
ality of the PES is clearly necessary since particles will be
incident at a surface in many possible orientations and direc-
tions and the energetics of the system can differ dramatically
depending on their coordinates (for example some pathways
may be non-activated (no energy barrier) while others may
be activated). Owing to the demanding nature of obtaining ab
initio PESs, the calculated points may be interpolated using
analytic or numerical representations, and for trajectory cal-
culations this is required [2, 3]. Furthermore, a good treatment
of the statistics of the many possible trajectories has been
found to be extremely important, since ultimately the statisti-
cal average over many trajectories determines the final result,
for example probability of dissociation (sticking) or reflec-
tion. Other important factors determining the outcome are
the incident energy and rotational and vibrational states of
the particle; the latter two properties can only be treated in
a quantum description [2]. In fact, for understanding certain
phenomena it may be necessary to treat light atoms such as
hydrogen as quantum particles.

Complicating factors with respect to obtaining a realis-
tic and predictive description of surface processes, in general,
are (i) electronic excitations. These are outside the Born–
Oppenheimer approximation [7], which decouples the dy-
namics of the electrons and nuclei so that whatever the motion
of the nuclei, the electrons are in the ground state of the in-
stantaneous geometry; and (ii) the dynamics of the substrate
may be important, in particular, for reactions involving heav-
ier and more reactive species than hydrogen, as well as effects
of temperature and gas phase partial pressures.

Another area where predictive first-principles-based sim-
ulations of surface processes have been applied is in the area
of crystal growth and surface diffusion, in particular, kinetic
Monte Carlo calculations have been performed with parame-
ters (for example diffusion barriers, place-exchange energies,
attachment energies, etc.) derived from first-principles calcu-
lations, for metals [8] and semiconductor surfaces [9]. These
studies include long time scales (for example seconds) and

describe meso- and macroscopic dimensions permitting a de-
tailed comparison with experiment (for example, scanning
tunneling microscopy (STM)). For these involved simula-
tions, it is not always clear a priori whether all important
microscopic processes have been included; additional ones,
however, can be added to provide a more accurate descrip-
tion which, in any case, may add to the understanding of
the relevance of the various microscopic mechanisms. Also
equilibrium shapes of quantum dots on surfaces have been
investigated using a combination of ab initio calculations
and macroscopic theories [10]. Here, microscopic parameters
such as surface (and edge) energies and surface stresses are
coupled with elasticity theory for describing the long-range
strain fields and strain relaxations. We would also like to men-
tion that bulk alloy systems have been extensively studied
through the combination of first-principles calculations and
appropriate statistical mechanical descriptions [11].

In the following we describe our first-principles-based ap-
proach for surface thermodynamics and kinetics of adparti-
cles at surfaces. In this theory we link physical properties of
microscopic processes with those on the macroscopic scale,
including temperature and (gas phase) pressure in the de-
scription. Briefly, we use the microscopic energies provided
by density functional theory (DFT), the statistical mechani-
cal approach of a lattice gas model for which we evaluate the
partition function using transfer matrix techniques [12], and
analytic rate equations employing the calculated temperature-
and coverage-dependent adsorbate chemical potential. By
way of example, we study oxygen at theRu(0001) surface
for which detailed structural [13–18], kinetic [19], and ther-
modynamic [20, 21] experimental data are available. We also
describe results of our study of the heterogeneous catalytic
reaction of carbon monoxide oxidation over theO-covered
ruthenium surface, as well as the formation of subsurface
oxygen species. The presence of highly mobile subsurface
oxygen species have been identified to exist in a specific tem-
perature and (O2) pressure window and have been attributed
to giving rise toCO2 formation rates orders of magnitude
higher than previously reported for this system.

1 Surface thermodynamics and kinetics

To describe the kinetics of adsorption, desorption, surface dif-
fusion, and surface reactions one can apply macroscopic ki-
netic rate equations which are functions of macroscopic vari-
ables, for example (local) coverage, partial pressures, tem-
perature. This approach requires that the adsorbate is in local
thermodynamic equilibrium. A more general treatment that
does not have this restriction is provided by the kinetic lattice
gas model. Typically it is not a truly microscopic descrip-
tion since it is based on a phenomenological hamiltonian. For
a more accurate and predictive description, and greater under-
standing of the physical processes, it is necessary to start from
amicroscopicHamiltonian. In the present work, which we re-
cently reported in [22], this is what we have done through the
use of ab initio calculations to construct a lattice gas Hamilto-
nian. It is written as:
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where the indexi distinguishes surface unit cells, the occupa-
tion numbersni are 0 or 1 depending on whether a site in cell
i is empty or occupied and sumations are also over neighbor-
ing sites. Equation 1 incorporates interactions between atoms
in hcp sites, or in fcc sites, as well as interactions between
atoms in hcp and fcc sites (as indicated by the label “hcp-
fcc”). The indiciesa, b, andc indicate the first, second, and
third-neighbor distances between atoms in like sites, while in-
dicesa′, b′, andc′ represent those between atoms in fcc and
hcp sites (unlike sites). HereEhcp

s = −Va− kBTlnq3 is the
free energy of an isolatedO atom in an hcp site withVa being
the (positive) depth of the adsorption potential, referenced to
an atom at rest in the gas phase over the surface. Relative to
a molecule in the gas phase, which dissociates at the surface,
we can define the electronic binding energy of an atom as
V0=− (Va−1/2Ediss), with Ediss the electronic component
of the gas phase molecule dissociation energy.q3 is the atom
partition function accounting for its motion on the surface:
q3= qzqxy; qz= exp(hνz/2kBT) /

[
exp(hνz/kBT)−1

]
is the

component for vibration perpendicular to the surface; like-
wise, qxy is the partition function for frustrated translation
parallel to the surface.Vhcp

1n , Vhcp
2n , andVhcp

3n are the first, sec-
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Fig. 2. Adsorbate structures calculated using DFT-GGA. For the first eight diagrams analogous calculations were also performed forO in fcc sites. Small
circles representO atoms and large circles,Ru atoms

Table 1. Average adsorption energies per atom (ineV) for O on Ru(0001) with respect to1/2O2 for various coverages and structures

Site V0= Eθ=1/9
a Eθ=2/9

a Eθ=1/4
a Eθ=1/3

a Eθ=1/2
a Eθ=2/3

a Eθ=3/4
a Eθ=1

a Site Eθ=2/9
a,hcp−fcc Eθ=1/2

a,hcp−fcc Eθ=5/4
a,hcp−fcc

hcp −2.503 −2.417 −2.577 −2.370 −2.307 −2.150 −2.091 −1.895 hcp−fcc −2.294 −2.209 −1.492
fcc −2.152 −2.107 −2.145 −2.105 −2.025 −2.015 −1.942 −1.865

ond, and third-neighbor (two-body) interaction energies be-
tweenO atoms in hcp sites, with analogous definitions for
terms labeled “fcc” and “hcp-fcc”. Trio interaction energies,
Vtrio, account for additional modifications due to the change
in the interaction between two adsorbedO atoms when a third
adatom is adsorbed close by; three types of trio interactions
are taken into account (see below). For further details we refer
to [23, 24].

As noted above, we perform electronic structure calcula-
tions using DFT in order to obtain the PES of adparticles on
the surface for different coverages,θ = 〈ni 〉, and geometries.
The actual structures calculated are shown in Fig. 2. The DFT
calculations are performed using the pseudopotential [25, 26]
plane wave method [27] with the GGA [28] for the exchange-
correlation function. The surface is modeled using the super-
cell approach with four atomic layers ofRu and theO atoms
adsorbed on one side. We fully relax the positions of theO
atoms and the top twoRulayers. Further technical details can
be found in [29].

The adsorption energy per adatom is defined as

Ea= 1/n
[
EO/Ru

total − ERu
total−n

(
1/2EO2

total

)]
, (2)

where EO/Ru
total , ERu

total, and EO2
total are the total energies of the

O/Ru(0001) adsorbate system, the cleanRu surface (as cal-
culated using exactly the same supercells), and a freeO2
molecule, respectively;n is the number ofO atoms in the
surface unit cell. The energy of a freeO2 molecule is cal-
culated relative to that of two freeO atoms and yields an
electronic energy difference ofEdiss= 5.95 eV. This value is
larger than experiment (≈ 5.2 eV) but is typical of present-day
DFT-GGA calculations forO2. We note that typically, al-
though DFT-GGA calculated adsorption energies reduce the
overbinding of the local-density approximation (LDA), there
is still a slight overbinding so that with1/2O2 as the refer-
ence, we obtain some cancellation of errors. We have per-
formed calculations forO in both the hcp and fcc sites as well
as for structures involving both hcp and fcc site occupation
(see Fig. 2). Since ruthenium is of hexagonal close-packed
crystal structure, the “hcp site” for theO atom has aRu atom
directly below it in the second substrate layer and the “fcc
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site” does not. The obtained adsorption energies are listed
in Table 1.

In order to determine the interaction parameters in (1), we
express the adsorption energies (for both hcp and fcc sites) as,

Eθ=2/9
a = V0+ 1

2
(V1n+V3n) ,

Eθ=1/4
a = V0+3V3n ,

Eθ=1/3
a = V0+3V2n ,

Eθ=1/2
a = V0+V1n+V2n+3V3n+Vlt ,

Eθ=2/3
a = V0+ 3

2
V1n+3V2n+ 3

2
V3n+3Vbt ,

Eθ=3/4
a = V0+2V1n+2V2n+3V3n+2Vlt+2Vbt+ 2

3
Vtt ,

Eθ=1.0
a = V0+3(V1n+V2n+V3n)+3Vlt+6Vbt+2Vtt .

Vlt, Vbt, and Vtt are linear, bent, and triangular trios where
the three nearest-neighborO atoms form a line, a kink, and
a triangle, respectively (as indicated in Fig. 2). The adsorp-
tion energy for an isolatedO atom,V0, is taken to be that of
O in the (3×3) structure. With this largeO−O separation,
which corresponds to the fifth-neighbor distance, the interac-
tion is negligible. We note that for the(3×3)-2O structure
at θ = 2/9 where there are twoO atoms in nearest-neighbor
sites, on allowing lateral relaxations, theO atoms move sig-
nificantly from the locally three-fold symmetric adsorption
sites to reduce the strong repulsion,V1n. With such strong
nearest neighbor repulsion, isolated nearest neighbor pairs are
in fact highly improbable. We therefore calculatedEθ=2/9

a for
atoms at locally three-fold symmetric sites because if we were
to use the energetics of the laterally relaxed structure, we
would have to include yet higher many-body interactions (i.e.,
longer-ranged trios, quartos, and quintos, etc.) to account for
the movement of the atomsback to the ideal three-fold sites
which occurs for higher coverages. Thus, we observe that,
even in our elaborate description, the microscopic Hamilto-
nian is not yet quite complete.

Using the first six of the seven equations above, we obtain
the interaction energies listed in Table 2. Using these parame-
ters to evaluate the energy of the monolayer coverage as given
by the seventh equation, we find a value of0.034 eVsmaller
than that of the DFT-GGA value. Alternatively, using the sev-
enth equation to obtain the interaction parameters and the
sixth one as a cross-check, the obtained energy differs by only
0.011 eV (less) compared to the self-consistently calculated
DFT-GGA result. This gives us a gauge of the accuracy. We
also derived interaction parameters for interactions between
O atoms occupying neighboring hcp and fcc sites which were

Table 2. DFT-GGA calculated interaction energies (ineV) for O on
Ru(0001). In parenthesis are the interaction parameters used by Piercy et
al. [19]

Site V1n V2n V3n Vlt Vbt Vtt

hcp 0.265 0.044 −0.025 −0.039 −0.046 0.058
(0.23) (0.069) (−0.023)

fcc 0.158 0.016 0.002 −0.052 −0.044 0.076
(0.069)

fcc−hcp 0.586 0.101 0.033

obtained from the last three diagrams of Fig. 2 by writing
down appropriate equations in an analogous manner to those
listed above, i.e.,

Eθ=2/9
a =[Vhcp

0 +V fcc
0 +Vhcp−fcc

3n ]/2,
Eθ=1/2

a =[Eθ=1/2,hcp
a + Eθ=1/2,fcc

a +3Vhcp−fcc
3n ]/2,

Eθ=5/4
a =[Eθ=1,hcp

a + Eθ=1/4,fcc
a +3Vhcp−fcc

1n +3Vhcp−fcc
2n

+6Vhcp−fcc
3n ]/5 .

In Table 2 we give in brackets the interactions energies de-
termined by Piercy et al. [19]. It can be seen that, in general,
the magnitudes and signs are close to those determined by
DFT-GGA, but that there are some differences, for example
for V fcc

1n , by more than50%. In fact we expect some deviations
since the parameters of [19] are only obtained by adjustment
to fit experimental data, and may not necessarily therefore
be unique or transferable. The calculated values ofV2n and
V3n may be compared to pairwise interactions betweenO
atoms of26–30 meVand−45 to−50 meV), respectively as
obtained from STM experiments [30].

In [19], in order to obtain a satisfactory explanation of the
surface phase diagram in the vicinity of the order−disorder
transition temperature, it was found that a spillover into fcc
sites of about12% occurs. From Table 2, it can be seen that
for low coverage the hcp site is significantly more favorable
than the fcc site, and that with increasing coverage the adsorp-
tion energies decrease, as does the energy difference between
the hcp and fcc sites, but that the hcp site is always energet-
ically favorable. Thus a spillover effect could be plausible at
least at the higher coverages. In relation to this we considered
the energy barrier for diffusion from the hcp site to the fcc site
via the bridge site for coverage1/4 as obtained by laterally
shifting the(2×2) overlayer. We find a barrier of0.69 eV(see
lower curve of Fig. 3) which is in very good agreement with
the value of0.7 eV as determined by STM experiments [31].
Given that at this coverage the fcc site is about0.43 eV less
favorable that the hcp site, and that the barrier for the reverse
diffusion path, i.e. from the fcc site into the hcp site (via the
bridge site) is only0.26 eV (see Fig. 3), it is expected that
occupation of fcc sites will actually be very short lived at el-

0.94

0.69

hcp bridge fcc

E
ne

rg
y 

(e
V

)

Fig. 3. Schematic illustration of the diffusion path forO going from the hcp
to the fcc site via the bridge site for anO coverage of 0.25 (lower curve)
and 1.0 (upper curve) monolayers
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evated temperatures and thus will not play an important role
at lower coverages. For one monolayer coverage the analo-
gous diffusion barrier is found to be0.94 eV(see upper curve
of Fig. 3).

Finally, construction of our Hamiltonian also requires
vibrational frequencies which are calculated using DFT;
for example, we obtain for the vibration of oxygen nor-
mal to the surface (at theΓ -point) νz = 509 cm−1 and
for the free O2 molecule, 1519 cm−1. The experimental
values are535 cm−1 [32] (for O in the (2×2) phase) and
1580 cm−1 [33], respectively.

Having determined the Hamiltonian, transfer matrix tech-
niques, which allow a straightforward evaluation of the adsor-
bate partition function, are used to determine thermodynamic
information about the system, for example, the chemical po-
tential as a function of coverage and temperature. We note
that the transfer matrix method [34] has also been used to
determine phase diagrams and critical-point properties of ad-
sorbates [35, 36] and magnetic spin systems [37, 38]. With
respect to its more recent application, as in the present work,
to desorption rates and heats of adsorption (described below),
we refer to a very recent review for details [12].

The kinetic equation for adsorption and desorption is writ-
ten as dθ/dt= Rad− Rdes, where, for an atomic adsorbate in
contact with a gas of diatomic homonuclear molecules, the
rate of adsorption isRad= 2Sdis(θ, T )Pmasλm/h. Pm is the
molecular pressure above the surface,as is the area of one sur-
face unit cell,λm= h/(2πmkBT 1/2 is the thermal wavelength
of a molecule of massm, and Sdis(θ, T ) is the dissociative
sticking coefficient. Under the assumption that the adsorbate
remains in quasi-equilibrium during the desorption process
i.e., this process has the slowest time scale of all processes oc-
curring at the surface, the desorption rate can be factored into
a dynamic part, i.e., the sticking coefficient, and a thermody-
namic part involving the fugacity and is given by [23],

Rdes=2Sdis(θ, T )as
kBT

hλ2
m

Zvr

q2
3

× θ2

(1− θ)2e−(2Va−Ediss)/kBTe2µ(lat)/kBT . (3)

Here(2Va− Ediss)=−2V0 is, to within vibrational energies,
the energy required to desorb two atoms from the substrate
and associate them in the gas phase.Zvr is the partition func-
tion accounting for the internal vibrations and the rotations
of O2 in the gas phase andµ(lat)(θ, T ) is the contribution to
the chemical potential of the adsorbate due to the lateral in-
teractions in the Hamiltonian (1). With respect to obtaining
the sticking coefficient, we note that initially dissociation is
not activated, but at (local) coverages ofθ & 0.5, O2 dissocia-
tion is kinetically hindered by energy barriers [15, 21]. Under
these circumstances, to obtain the coverage- and temperature-
dependent sticking coefficient from first principles would rep-
resent a study of its own. In principle, this could be done
following the approach described in the introduction for hy-
drogen dissociation. Instead we have used an expression
that approximates the behavior that has been measured in
the temperature regime of desorption [21], namely,Sdis(θ)=
S0exp

[−(θ/σ)2], with S0 = 0.27 andσ = 0.3: The sticking
coefficient drops approximately as(2/3− θ)2 and for cover-
ages above 2/3 it remains very small up to a monolayer.

In Fig. 4 we show the calculated desorption rate [39] (left
panel) of O2 for various initial coverages as a function of
substrate temperature. In the right panel, corresponding ex-
perimental results of Böttcher et al. [40] are shown. It can
be seen that for low initial coverage the theory finds oxygen
desorbs at about100 K higher temperature than in experi-
ment; this reflects an overbinding of theO atoms. We believe
that this size of error is typical for present-day state-of-the-
art DFT-GGA calculations. Aside from this, it can be seen
that the theoretical spectra nicely reproduce the features of
the experimental data, namely, a shift of the peak maxima to
lower temperatures for higher initial coverages due to the re-
pulsive interactions. The steepening of the leading edge for
higher initial coverages as compared to coverages less than
about 0.25 (where they are symmetric and rounded) is due to
repulsive next-nearest-neighbor interactions and to a rapidly
decreasing sticking coefficient which means that desorption is
delayed to higher temperatures and the last third of a mono-
layer desorbs over a very narrow temperature range. We note
that this effect has also been reported and discussed for oxy-
gen at the silver surface [41]. In relation to the possibility of
spillover as mentioned above, we tested whether omitting oc-
cupation of the fcc sites had an effect on the spectra; we found
that for this system there was negligible change in the fea-
tures. Neglecting the trio interactions, however, resulted in an
increase of the overall repulsion and broadened the TPD spec-
tra with desorption starting around 100 K lower; thus they
play a rather important role for the higher coverages.

In Fig. 5 we show the isosteric heat of adsorption for
a few temperatures: that is, the energy released when an
O2 molecule adsorbs dissociatively on the surface to yield
the indicated coverage. At the highest temperature it shows
a smooth decrease; at the lowest temperature, sharp peaks
and dips occur at1/4, 1/2, 3/4, and 1 ML. These cover-
ages in fact correspond to the ordered phases that form in
nature, i.e. the(2×2)-O [13] and (2×1)-O [14] phases
for coverages1/4 and 1/2 that were identified from early
low-energy electron diffraction (LEED) intensity analyses
with experiments performed under standard UHV conditions;
the (2×2)-3O [16–18] and(1×1)-O [15] phases are more
recent and had been predicted on the basis of DFT-GGA cal-
culations; they require higher exposures ofO2 or the use of
atomic oxygen obtained from, for example, highly oxidative
species such asNO2 for their formation. The rises in between
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Fig. 4. Theoretical (left panel) and experimental (right panel) TPD spectra
for associative desorption ofO from Ru for a heating rate of6 K/s. For the
theoretical results, the initial coverages areΘ = 0.1 to 1.0 in steps of 0.1;
for the experimental results the initial coverage region also spansθ→ 0 to
1 ML (from [40])
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Fig. 5. The isosteric heat of adsorption ofO2 on Ru as a function of cover-
age for different temperatures

the dips in Fig. 5 originate from the attractive third-neighbor
interactions, and also from the attractive trio interactions at
higher coverages.

To summarize, we have described our first-principles-
based approach that combines microscopic and macroscopic
theories. This formalism was applied to the system of oxygen
at a ruthenium surface. The good agreement with available
experimental data thus confirms the efficacy of a predictive
simulation of surface thermodynamics and kinetics. We men-
tion that the theoretical approach described above can also be
applied to more complex situations, for example, subsurface
and multi-layer adsorption/desorption [12, 24].

2 Catalytic oxidation of CO

We turn now to our study of the oxidation of carbon monox-
ide. Clearly the gas phase reaction ofCO+1/2O2 to form
CO2 is exothermic; it takes considerable energy however to
break theO2 bond. A good catalyst for this reaction therefore
serves as a means to effectively dissociate theO2 molecule
but not to bind theO atoms too strongly and, importantly, to
reduce the activation barrier to form the product, without par-
taking in the reaction itself and at best without forming toxic
or volatile intermediatories that can also deplete the valuable
catalyst material. With respect to the ‘reactivity’ of a surface,
this usually refers to its ability to break bonds of an approach-
ing molecule and to adsorb the fragments, which is often the
rate limiting step in catalytic reactions.

The catalytic oxidation ofCOhas been studied intensively
over the years (for example [42, 43]) due to its technological
importance and its simple, prototypical nature, yet very little
is actually known about the reaction path on amicroscopic
level. Recently, several first-principles studies have been re-
ported which have shed some light in this direction. For ex-
ample, in addition to our studies as briefly described below
for reaction over the ruthenium surface, the studies of [44, 45]
focused on reaction over thePt(111) surface for the case of
“low” oxygen coverages (0.25 ML). These studies revealed,
among other things, that a favorable reaction pathway pro-
ceeds byCO diffusion towards a neighboringO atom. In the

calculations, this causes a notable weakening of theO–metal
bond strength (the main origin of the activation energy bar-
rier), apparently due to competition for bonding charge of the
metal atoms which results in theO atom (which is free to
move since it has no close-byO neighbors) moving towards
the less favorable bridge site (compared to the fcc site which
is the energetically most favorable), thus enabling it to react
with theCOmolecule. The corresponding transition state was
found to be a bent complex with the newly formedC−O bond
lying almost parallel to the surface.

With respect toCO oxidation over the ruthenium surface,
under usual UHV conditions (where the maximum attainable
coverage ofO is close to half a monolayer), co-adsorption
of CO and O on Ru(0001) does not lead to any apprecia-
ble thermal activation toCO2, in contrast to other transition
metals [42, 43]. Very recently, however, it has been found
that reaction can in fact be initiated under standard UHV
conditions through irradiation by fs laser pulses [46]. Appar-
ently, electronic excitations from the metal substrate into an-
tibonding states in the region of theO−Rubond substantially
weaken it, thus enabling formation ofCO2. Also, studies per-
formed with high partial gas phase pressures and oxidizing
conditions (for example16 Torr CO, 8 Torr O2) and elevated
temperatures (for example300–500 K) using high-pressure
catalytic reactors have, surprisingly, shown that the trend of
low reactivity reverses andhighestrates are found over the ru-
thenium surface [43, 47, 48] as compared to other transition
metals. That is, this system appears to be a prime example of
one which exhibits the so-called pressure-gap phenomenon.
Additional studies indicate, that this reverse in reactivity can
largely be related to the behavior of oxygen at ruthenium
since under these reaction conditions, high oxygen surface
concentrations of approximately1 ML are present, whereas
under UHV only a coverage of≈ 0.5 ML can be achieved.
This is possible since at highO2 gas pressures there will be
a high attempt frequency of impinging molecules to over-
come activation barriers to dissociation. Interestingly here,
negligible amounts ofCO were detected during or after re-
action. For the other metals (Pt, Pd, Rh, Ir), on the other
hand, for highest rates ofCO2 production, the surface con-
centration ofO was notably lower than1 ML and that of
CO easily detectable. Thus, for the same conditions it ap-
pears that in the competition for surface sites betweenCO
and O, O wins on the ruthenium surface butCO wins on
the other metal surfaces, which in fact can lead to poison-
ing of the reaction due to excessCO adsorption. The reason
for the enhanced rate has thus been attributed to these high
coverages ofO [43] where theO−Ru bondstrength is also
notably weaker [15, 29]. Interestingly, a reaction mechanism
was speculated [47] that proceeds directly between aCO
molecule from the gas phase with an adsorbedO atom. By
“direct” we mean thatCO does not form a chemical bond, or
is in thermal equilibrium, with the surface prior to reaction;
it may however physisorb or “bounce” across the surface be-
fore reacting [49]. These kind of reaction mechanisms have so
far only been experimentally confirmed in a relatively small
number of cases [50]; usually surface reactions proceed by
both particles being chemisorbed on the surface, they diffuse
around and then react to form the product (i.e., a so-called
Langmuir–Hinshelwood reaction, see upper panel of Fig. 7).

Using DFT-GGA, we investigated the energetics of the in-
teraction and reaction ofCO with theO-coveredRu surface.
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Details of this study have been reported in [51] so here we just
briefly describe the results. We found thatCO could not ad-
sorb on the surface in the presence of the(1×1)-O structure,
thus ruling out a L–H mechanism. We proceeded to investi-
gate a direct scattering reaction. To do this, an appropriate cut
through the high-dimensional PES was constructed, namely,
one involving the position of theC atom of CO above the
surface and the position of the reactingO(a) atom below it.
At each point of the PES (constructed by about 100 ab initio
points) all the atoms were fully relaxed (except theO(a) and
C atoms being held fixed and the bottom twoRu layers). The
minimum energy pathway was found to correspond to a tran-
sition state with a bent configuration; namely, one with a bond
angle of≈ 131◦ andC−O bond lengths of1.17Å and1.50Å
(the newC−O(a) bond) with an associated activation barrier
of about1.1 eV. The origin of the barrier was found to be due
to Pauli repulsion between the negatively chargedO adatom
and the occupiedCO 5σ orbital [51]. Once the energy barrier
is overcome and theCO2 molecular bond is formed, the bond
axis straightens out and the product is strongly repelled from
the surface towards the gas phase.

Using a simple Arrhenius equation with the obtained ac-
tivation energy barrier, an estimate for the reaction rate was
made, taking the prefactor (7.5×106 s−1) to be the frequency
of impingingCO molecules per surfaceRu atom for a given
COpressure (16 Torr) and temperature (500 K). The rate was
found to be far lower than experiment (by3×10−6) which
indicates that direct scattering is not the dominant mechan-
ism but that it may occur with a low probability. We recognise
that this simple estimate is rather crude and assumes that the
reaction proceeds along a one-dimensional reaction coordi-
nate and that there is one well-defined transition state. For
chemical reactions at surfaces this concept can be mislead-
ing since the dimension of phase-space is so high that not just
one, but many transition states exist, and all of them may play
a role. Nevertheless, for several approaches ofCO from the
gas phase towards theO adatom, this barier was the lowest
found so that we may expect that our estimate represents an
upperbound for the reaction rate via this mechanism.

Another possibility is thatCO might adsorb atO vacan-
cies. [Because the surface is in contact with high partial pres-
sures ofCO and O2, due to the law of mass action, there
will be a concentration of mixedO and CO on the surface
as determined by the thermodynamics (for example relative
adsorption energies ofCO and O) and the kinetics [51]].
With respect to determining a low-energy reaction pathway,
we note that this is a very complex problem since the pos-
itions of CO and the reactingO atoms have to be considered,
as well as relaxations of neighboringO atoms and the sub-
strate. As a first step we investigated the adsorption ofCO
into theO vacancy; interestingly, it was found to be activated,
i.e., there is a small energy barrier of about0.3 eV. On over-
coming the barrier, which should be readily possible at the
high pressures employed, the adsorption energy ofCO rela-
tive to freeCO in vacuum, is about0.85 eV. (Compare to the
stronger binding of theO atom at this coverage, i.e.,2.15 eV
(or about5.13 eVwith respect to a freeO atom)). With respect
to the reaction pathway, initially we kept the lateral positions
of the atoms fixed for a given configuration of the reactants,
but allowed vertical atomic relaxations. In this way we tested
many possible reaction paths. We found that the lowest en-
ergy reaction pathway was forCO to diffuse and approach

an adsorbedO adatom. The transition state of the reacting
complex was found to have a bond angle of about 125◦ and
C−O bond lengths of1.18Å and 1.59Å (the newC−O(a)
bond); rather similar to the transition state for the scattering
reaction described above. On the other side of the energy bar-
rier the forces become attractive, the complex straightens out
its bond and becomes linear, and theCO2 molecule leaves the
surface. The activation energy barrier that corresponds to the
transition state is about1.5 eV, and there is an energy gain on
CO2 formation of about0.66 eV (see Fig. 6). We point out
that allowing lateral relaxations of neighboring atoms may
lead to a lower barrier and and even other low energy path-
ways; this will be investigated in future work. In Fig. 7 (lower
panel) we show the valence electron density for some selected
positions along the reaction path where the weakening of the
CO– andO–metal bonds can be noticed asCO nears the ad-
sorbedO atom, as well as the formation of the newC–O(a)
bond.

We note that the energy barrier is larger than that of
the direct scattering reaction, but here, the effective prefac-
tor in an Arrhenius equation will be much larger also since
the reactants are adsorbed on the surface (for example1013

is often assumed for particles chemisorbed on surfaces; this
value, however, can vary widely depending on the system).
In [44, 45] for the study ofCO oxidation overPt(111), the
minimum energy pathway was determined by employing var-
ious algorithms (for example in [45] a so-called nudged elas-
tic band method was used). We used however the standard
grid approach of calculating many points in the PES, since we
are also interested in theshapeof the PES away from a one-
dimensional low-energy pathway for use in future work.

Interestingly, recently it has been found that after com-
pletion of the monolayer structure of oxygen onRu(0001),
high concentrations of atomic oxygen can enter the surface
region [29, 40, 52, 53] for very highO2 exposures (or with the
use ofNO2) at elevated temperatures (for example& 600 K).
For concentrations greater than3 ML, the rate ofCO2 for-
mation in this temperature range has been reported to be two
orders of magnitude higher than that when there is only on-
surface oxygen present [40]. Furthermore, for a surface with
very high concentrations ofO, when it is cooled to room
temperature (which prevents significant movement of theO
atoms) it has been found that additionalO andCOcan adsorb

Reaction coordinate

3.0

2.0

1.0

0.0

E
ne

rg
y 

(e
V

)

CO(g)+ O (g)

O(a)+CO(a)

O(a)+CO(g) CO (g)

2
1
-
2

2

0.66

1.64

0.85

0.30

   
   

   
   

 

Fig. 6. Calculated energy diagram for the Langmuir–Hinshelwood mech-
anism of CO oxidation atRu(0001). Theinset shows the corresponding
transition state where thelarge, small, andsmall dark circlesrepresentRu,
O, andC atoms, respectively



478

Fig. 7. Schematic illustration of the Langmuir–Hinshelwood process (upper
panels) and the valence electron density distribution for selected positions
along a low energy reaction path (lower panels). The first contour line
corresponds to2×10−2 and the contour spacing is2×10−2 for the first
five contour lines, thereafter the spacing is1×10−1. The units are given
in e bohr−3

on theO-covered surface, andCO2 formation proceeds with
an even higher rate [54, 55]. The exact microscopic mech-
anisms by which the reaction rate is enhanced is at present
unclear, as is the precise location and bonding nature of the
additional (for example, subsurface)O atoms.

We note that despite its high reactivity forCO oxidation,
Ru will not be used in automotive catalysts because volatile
Ru oxides are formed under operating conditions. Neverthe-
less, trying to understand whyRu is so much more effective
than other transition metals may help in the design of materi-
als with similar properties. Furthermore, there is an interest-
ing and likely conceptionally important aspect ofRu studies:
Ru can exist in many oxidation states with the result that its
surface region can be loaded with high concentrations of oxy-
gen. This poses the question of whether it is appropriate to
call the reactive surface an adsorbate system, or if it is more
appropriate to call it a type of “surface oxide” (for example,
aRuO2-like system in the present case).

3 Subsurface oxygen at(1×1)−O/Ru(0001)

As described above, after completion of an oxygen mono-
layer onRu(0001), high uptakes of atomic oxygen into the
surface can occur at elevated temperatures and with very high
O2 exposures (or with the use of atomic oxygen via a highly
oxidative species, for exampleNO2). The chemical properties
and adsorption sites of the additionalO atoms are unknown
at present. Recent experiments indicate that these oxygen
species are responsible for highCO2 formation rates, prob-
ably by serving as a reservoir of atomic oxygen [40, 53, 54]
that become available reaction partners at high temperatures;
they could also conceivably act to modify the chemical bond
of the on-surfaceO atoms making them more reactive, or they
could serve to significantly alter the electronic properties of
the surface so that additionalO and CO can adsorb on the
surface thus opening up another possible reaction channel for

CO2 formation; indeed the latter is indicated in the studies
of [54, 55].

At other transition-metal surfaces, oxygen readily en-
ters the subsurface region at notably lower temperatures and
coverages than on ruthenium, where oxide formation can
occur [56]. Oxide formation can have a detrimental effect
with respect to the catalytic activity of a surface, for example,
for the CO oxidation reaction [43]. For example, at400 K
theO/Pd(110) system already apparently shows formation of
a surface oxide layer [57]. ForO atPt(111), where ozone (O3)
has been used as a source of atomic oxygen, experiments per-
formed at300 K (i.e. relatively low temperature) have found
that a full monolayer is stable on the surface but is unstable
at higher temperatures. For higher coverages (still at300 K) it
is reported thatPtOx particles nucleate, and at2.4 ML an ox-
idic film forms [58]. Similarly, at theRh(111) surface, with
the use ofatomic oxygen (i.e. here the constraint of using
a molecular oxidant was lifted by creating a beam of “real”
O atoms from dissociatedO2) an ordered(1×1)-O phase
forms just as onRu; here, however, the adlayer is only stable
to 400 K, beyond which oxygen apparently “dissolves” into
the bulk [59, 60]. OnRu, the(1×1) phase does not convert
to subsurface sites, but is stable to higher temperatures and
only desorbs from the surface with increasing temperature.
For theO/Rh(111) system, the adsorption site of a subsur-
face oxygen species has recently been determined by X-ray
photoelectron diffraction [61, 62]. The subsurface species is
found to occupy an octahedral site below the first metal layer;
interestingly, occupation of this site is found to induce a site
switch of the neighboring on-surfaceO atoms from fcc to hcp
sites.

We have performed DFT-GGA calculations for various
structures involving subsurface oxygen atRu(0001). The de-
tails of the calculations are as described in [29]. Below we
briefly summarize some of our results which will be presented
in more detail elsewhere.

For all geometries investigated, we kept the(1×1)-O
structure on the surface as is consistent with experiment and
with our earlier theoretical investigations [51]. In the subsur-
face region between the top twoRu layers there are three
possible sites: the octahedral site whereO has six nearest-
neighborRu atoms, three above and three below; and two
tetrahedral sites whereO has four nearest-neighborRuatoms;
in the first site (t1), there are threeRu atoms aboveO and one
below, and in the second (t2), the situation is just the oppo-
site. We performed calculations for these different sites for
two coverages ofO below the firstRu layer, namely1/4 and
1 ML; these correspond tototal O “coverages” of 1.25 and
2 ML, respectively. In the following we discussaveragead-
sorption energies perO atom, as given by (2), so that it should
be kept in mind that also the effect of the on-surfaceO atoms
is included and theO adsorption sites of the system do not
have to be the same. We found the t2 site to be energeti-
cally the most favorable for1/4 ML under the surface i.e.
its average adsorption energy is0.112 eV and 0.365 eV (or
0.560 eV and 1.825 eV per (2×2) cell with five O atoms
per cell) greater than that of the octahedral and t1 sites, re-
spectively, while for1 ML, the octahedral site is preferred by
0.015 eVand0.095 eV(or 0.150 eVand0.950 eVper(2×2)
cell with tenO atoms per cell) with respect to the t2 and t1
sites. To date there has been no experimental determination of
subsurface adsorption sites with which we can compare.
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We find that the atomic relaxations induced by the pres-
ence of subsurface oxygen are significant and it is therefore
not accurate to assume that theRu lattice will remain es-
sentially undisturbed by occupation of subsurface sites. For
example, for1 ML under the surface the octahedral, t1, and
t2 sites induce an expansion of the first metal interlayer spac-
ing of 1.21Å, 1.50Å, and 1.38Å, respectively. A similar-
sized (local) displacement was reported forO under the first
Rh(111) layer [61, 62]. It is interesting to note that forO in
the octahedral site at1 ML coverage (2 ML total coverage),
each surfaceRuatom has six nearest-neighborO atoms, three
above and three below.In ruthenium dioxide,RuO2, which
belongs to the family of transition metal dioxide compounds
with rutile-type structure (D4h symmetry), theRu atoms are
also surrounded by a nearly octahedral array of six oxygen
ions.

Another consideration is whether it is energetically favor-
able forO to stay under the firstRu layer or to reside deeper
in the bulk. We tested this by placingO atoms (in octahedral
sites) between the second and thirdRulayers for coverages of
1/4 and1 ML. In both cases this position is energeticallyless
favorable than for the sites directly under the topRu layer.
Thus there is a preference forO atoms to be closer to the sur-
face and to otherO atoms (or to otherO−Ru bonds) rather
than being isolated in the bulk.

To investigate the interaction between the subsurfaceO
atoms, we considered two additional structures, namely those
with 0.5 and0.75 ML below the surface (1.5 and1.75 ML
total coverages). Here we placed theO atoms in the octahe-
dral sites. We find that for coverages of 0.5 to1 ML below
the first layer, the average adsorption energy of the system
increases, i.e., becomes more energetically favorable with in-
creasing coverage (see the dot-dashed line in Fig. 8). This
indicates anattractive interaction between the subsurfaceO
atoms which implies that there may be a tendency to form
subsurface “islands”. We note that indication of this behav-
ior was also reported in an early theoretical study ofO at
Ni(001) [63]. In this work the origin was explained in terms of
the energy cost of distorting the substrate lattice: to place the
first O atom in a subsurface site the crystal lattice significantly
distorts to accommodate it and there is a high energy cost;
on addition of a second atom in the subsurface region, since
the substrate atoms are already displaced in the neighborhood
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Fig. 8. Average adsorption energy ofO on Ru(0001) as a function of cov-
erage. For on-surface adsorption,O occupies hcp sites (i.e. up to one
monolayer) and additionalO atoms are placed in octahedral subsurface
sites. The region not accessible to standard UHV experiments is indicated
and lies to the right of thevertical line

of the firstO atom, it is energetically favorable for the sec-
ond atom to adsorb nearby, rather than as an isolated particle
that must again create a significant displacement of substrate
atoms. Similarly for the addition of subsequent atoms in the
subsurface region. In Fig. 8 we show the calculated average
adsorption energy as a function of coverage. We also include
the coverage region fromΘ = 1/9 to 1 whereO occupies
on-surface hcp sites, as well as higher total coverages ofO;
namely, we also performed calculations for3 ML and4 ML
(total coverage), where againO is placed in the octahedral
sites. In Fig. 8 we join the calculated values for 1, 2, 3, and
4 ML to guide the eye but note that we expect a similar be-
havior as occurs between 1 and2 ML for the coverage region
between2–3 ML and3–4 ML if we would similarly consider
fractional monolayer coverages below the surface, filling first
the available octahedral sites closest to the surface. It can be
clearly seen that the adsorption energy ofO in the subsur-
face region is notablyweakercompared to on-surface oxygen
(Θ ≤ 1 ML), but that with respect to the energy of1/2O2
(≈ 3 eV), the adsorption is still appreciably exothermic at all
coverages investigated. Oxygen therefore will prefer to stay
on the surface and only when there are no on-surface sites
available, and only if kinetic barriers can be overcome, will
O occupy subsurface sites. This is consistent with the picture
of [40, 53–55] where theRu surface can be loaded with high
concentrations of a weakly boundO species (as attributed to
giving rise to the enhancedCO2 formation rate).

Finally, to learn the effect of subsurface oxygen on the
bonding of on-surfaceO to Ru, we calculate the energy cost
to remove one of the on-surfaceO atoms of the(1×1)mono-
layer structure and to put it into anO2 dimer in the gas
phase. We do this for different amounts of oxygen imme-
diately under the surface (forO in the octahedral site) and
compare the result to the case of no subsurface oxygen: In
particular, we consider1/4, 1, and2 ML of subsurfaceO
(i.e. total O coverages of 1.25, 2, and3 ML, respectively).
Alternatively, this energy cost can be thought of as the en-
ergy anO atom from anO2 dimer in the gas phase gains
on adsorbing onto the vacant hcp site. We find that in con-
trast to a reduction in the on-surfaceO−Ru bond strength,
as may be expected from the understanding of competitive
adsorption of electronegative species, subsurfaceO stabilizes
the on-surfaceO−Ru bond, namely by1.08 eV[64], 0.57 eV,
0.51 eV, for the respective subsurfaceO coverages consid-
ered. Since the on-surfaceO−Rubond is not weakened by the
presence of subsurfaceO but strengthened, this suggests that
on-surfaceO will not be more reactive towardsCO andCO2
formation, but rather the more weakly bound subsurfaceO
species plays the active role under these reaction conditions;
it is also possible as mentioned above that the presence of the
additional “subsurface”O species alters the electronic struc-
ture of the surface as a whole, allowing it to support additional
adsorbedO atoms (andCO) on theO-covered surface. This
will be investigated in future work.
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