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Abstract

In this thesis, we perform high-throughput screening calculations for the thermal con-
ductivity (k) at 300 K of 152 materials using first-principles methods. Due to the various
approximations involved in these calculations, especially the low-order treatment of an-
harmonicity, a first set of 49 calculations is used to validate the computational approach.
In general, this shows that the calculations agree relative well with experiments, but also
that stronger anharmonic effects indeed lead to increased prediction errors for thermal
insulators. In a second step, 103 additional materials are investigated, 83 of which are
found to be potential thermal insulators with k < 10W/mK. Since the degree of anhar-
monicity affects the accuracy of our computational predictions, we further investigate
to which extent anharmonicity can be quantitatively measured. To do this, we compare
between three metrics for anharmonicity (v, o and afs) and discuss their correlation
with thermal conductivity. While o* and o2, show a relatively promising correlation with
Kk, the Griineisen parameters v do not. To refine this finding and to find even better
descriptors for the thermal conductivity, we eventually use a machine-learning based sym-
bolic regression approach, i.e., the SISSO (sure-independence screening and sparsifying
operator) method. By applying it to our data, we can show that the models identified by
the SISSO approach show promising predictive accuracy and thus have the potential to
facilitate the discovery of thermal insulators in future.
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1. Introduction

1.1. Application Background

There are a number of applications in industry science and in our everyday life where
thermal insulation plays an important role. Thermoelectrics is a particularly important
application as it is not only a possible route towards saving energy, but also can replace
standard chlorofluorocarbon refrigerants[7]. The efficiency of a thermoelectric material is
described by the figure of merit )

g7 = 2T (1.1)

K

where S is the Seebeck coefficient, 7" is the temperature, o is the electrical conductivity
and k is thermal conductivity. Eq. 1.1 suggests that efficient thermoelectrics should have as
low « as possible to ensure heat to be converted to electricity other than being transported.

Various attempts have been made to reduce the thermal conductivity. Intrinsically, one can
start from choosing the right chemical composition. As a rule of thumbs, heavy elements,
soft bonds, complex unit cell, etc. usually lead to low «. Alternatively, thermal conductivity
can be reduced extrinsically, e.g., by structure disorder and defects. For example, alloying
and doping induced point defects have been used successfully in many thermoelectric
materials system, such as PbTe,S;_x, SiGe and Cu2Se;_xIx [26]. Generally, such ap-
proaches are more successful if the materials has low « already. It is thus important to
identify more insulating materials and to identify reliable design rules that go beyond the
aforementioned rules of thumb.




1.2. High-throughput Screening and Machine Learning

Despite the strong demand motivated by the vast applications, relatively few materials
have been studied so far, since the accurate calculation of thermal conductivity, even
for simple bulk materials, is still computationally challenging due to need of treating
anharmonic effects. In this work, we use a low-order treatment of anharmonicity to screen
for potential thermal insulators among a relatively large database of 152 materials. The
aim of this is to reveal general trends for « within different materials classes. To be able to
investigate so many materials, a tradeoff between accuracy and the computational speed
has to be taken into account. This tradeoff inaccuracy needs to be validated and checked
against experimental results.

Once sufficient amount of thermal conductivity data is available, machine learning can be
used for identifying descriptors formed by a set of parameters capturing the underlying
mechanism of materials property. By this means, even more rapid estimations for x can
be obtained in a rapid fashion.

1.3. An Overview of Our Work

In this thesis, a systematic investigation will be carried out over five classes of materials,
i.e., rock salt, zinc blende, fluorite, half-heusler and chalcopyrite, for the understanding of
thermal conductivity(x) and for seeking promising thermal insulators (x < 10W /m/K).

The thesis work contains the following four parts: A summary of the underlying theories,
a description of the screening protocol and how we calculated the thermal conductivity of
all materials, a comparison between different measures of the anharmonicity of a material,
and finally the generation of machine learning models for identifying «. In our second
part, a high-throughput screening of thermal conductivity at 300 K over 152 materials is
performed. Thermal conductivity is calculated from the phonon-phonon interaction using
single mode relaxation time (SMRT) method. 49 of these materials are used to validate
the approach by comparing with experimental results.

In the third part, a comparative study of three possible anharmonic metric, o, o\

and the Griineisen parameter () is performed, where o2 is calculated from ab initio
molecular dynamics (aiMD) and o2, is calculated using a configuration generated via the




harmonic approximation. v is obtained from the third order force constants same as the
high-throughput screening for «.

In the last part, a machine-learning technique, the sure-independence screening and
sparsifying operator (SISSO) approach, is introduced to run regressions for the complex
description of thermal conductivity using o, ¢, 7, ©p, etc. In this machine learning
analysis, the 49 experimental values of thermal conductivity will be used as the property
data set, while the training data set includes 16 physical quantities. These are used to
form the feature space for the symbolic regression, before solving the fitting problem by
compressed sensing. We run such regression for two purposes. One is to obtain better
models of  that are computationally cheaper than first principles calculations. Second,
machine learning can help reveal what factors contribute most to thermal conductivity of
materials.




2. Theory

2.1. Lattice Dynamics from First Principles

2.1.1. Electronic structure

In classical mechanics, motion of equation is described by Newton’s second law. For solids,
however, the interactions between any two particles (can be nucleus or electron) should
not be neglected. The solution to such many-body problem is usually written as the form
of the wave function and to be solved iteratively. Plane wave is a particular form efficient
for dealing with periodic system with periodic potential.

Bloch Theorem and Periodic Potential

Plane wave can be viewed as the Fourier transform from real lattice space to reciprocal
lattice space. The reciprocal lattice is known as the set of all wave vectors K that yields
plane waves with the periodicity of a given Bravais lattice vector R. They are connected
by the relation

KR =1 2.1

According to the Bloch theorem, the eigenstates of the Hamiltonian takes the form

Unk(r) = exp(ik - r)uyk(r), 2.2)

where ¢ is the eigenstate of the Hamiltonian, n is the band index, r is lattice vector and k
is a wave vector. The cell periodic term uy(r) can be expanded in a plane wave basis set




whose wave vectors are the reciprocal lattice vectors of the crystal,

unk(r) = Z cik exp(nK - r) (2.3)
K

where K is the reciprocal lattice vector, and ¢;kx are expansion coefficients of w,, while
unx itself is periodic with respect to Bravais lattice vectors R, u,x(r + R) = u,x(r). With
this relation we see that Bloch’s theorem

P(r+R) =™ Re(r) (2.4)

holds.

For each Bravais lattice vector R, we can define an translation operator T used to shift
the the wave function by R such that T (r) = ¢(r + R). If we apply T to Hv and keep
in mind that the Hamiltonian is periodic, we get

THy = H(r + R)i(r + R) = H(r)y(r + R) = HTy(r) (2.5)

Given that ¢ is an arbitrary function, we find by comparing the first and the last terms
of Eq. 2.5 that the translation operator T commutes with the Hamiltonian. Therefore,
Bloch wave functions ,,x, which are eigenvectors of T, are simultaneously the complete
set of eigenvectors for Hamiltonian H. This helps reduce the searching for eigenvectors of
Hamiltonian from the entire Hilbert space down to N-dimensional eigenspaces, where N
is the number of particles in the first Brillouin zone. The solutions to the wavefunctions
for allowed k in this way are superpositions of plane waves of wave vector k and of wave
vectors differing from k by a reciprocal lattice vector.

Since for a given k there are multiple solutions to the Schrédinger equation, subscript n
in Eq. 2.2 and 2.3 is used to distinguish wave functions labeled with same k. In the limit
of large crystal, for each n the energy level ¢, (k) is a continuous function that forms an
energy band in the Brillouin zone.

Brillouin Zone Sampling

To evaluate some quantities one often has to get the weighted integral of the density. For
instance, the total energy requires the integration over all the electron energy levels at
all k vectors. In this case, the density of states (DOS) given by integration of k over the




Brillouin zone for all energy bands n
dk
g6 =3 / K (e = 20 (k) 2.6)

can be helpful.

In practice, this integral is evaluated as a sum

g(e) = Zwk9k<€) 2.7)
K

where wy are integration weights that need to be carefully chosen. Using the mean-value
theorem of integral calculus, one can always find a single point within an interval such
that

9(e) = > wigk(e) = V x gi(e) (2.8)
K

where V is the volume of that interval, usually a polyhedron in 3D. For sc, bcc and fec
lattices, these points are known. For more complex lattices there are methods to sample
the k-mesh. The Monkhorst-Pack mesh is one of those approaches to generate a uniform
k-mesh. It tells that the commensurate k-points are given by

3

7
where N; is the number of k-points in each direction as specified by the k-grid parameter
in the calculations, n; = 1, ..., N;, and G, is the reciprocal lattice vectors. K-grid parameter
has to be checked by doing convergence tests. Usually we want to evaluate the energy
difference between two structures, or to calculate similar structures in different supercells.
In both cases, k-points density should stay the same, so that the not-fully-converged error
can cancel out.

Born-Oppenheimer Approximation (BOA)

The Born-Oppenheimer (BO) approximation is based on the assumption that (1) nuclei
are much heavier and that electrons hence move much faster, so that they always respond
instantaneously to changes in the atomic positions. As a consequence, the many-particle
Schrodinger equation can be separated into nuclear and electronic equations.
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In more detail, the Hamiltonian for all particles (including electrons and nuclei) reads

H :Tel + Tnuc + Uel—el + Unuc—el + Unucfnuc

el el
i h2v? ZN: VR, 11 i e2
&~ 2m = 2M, Aen 2 Tt |r; — ;] (2.10)
el
ii Z e 11 i 7,72,
471'60 |r; — 471'60 2 IRn — Ry|
n,n/=1n#n’

where V? and V2 are the Laplacians for electrons and nuclei. The first two terms of
the equation are kinetic energies for nuclei and electrons, the last three terms describe
Coulomb interactions between electrons, nuclei, and electron and nuclei.

The full, time-dependent Schrédinger equation subject to this Hamiltonian is given by

ox

H t) =ih—=—

(2.11)
where x(x,r,t) is the full wave function that can be written in the separable form

X(x,1,t) = % (x, )" (r, t) (2.12)

Due to BO approximation the electron wave functions 1)* (x, r) do not depend explicitly
on time. Instead they are functions of the nuclear coordinates r. Substituting Eq. 2.12
into Eq. 2.11 leads to

Nel N N
B EQ wnuev?wnue N Z wnuev%wel N Z QVnwelvnwnuc N welv wnuc
2 N m Mn Mn Mn

=1 n=1 n n=1

¢nuc

0
(Uee UeZ UZZ)welwnuc: }—u/}el o

(2.13)
Here, the three potential terms in Eq. 2.11 are replaced by U¢¢, U¢? and U#Z for short.
According to BOA, electrons are always staying at the equilibrium states and the third term
in the squared bracket in Eq. 2.13 vanishes. The second term is much smaller compared
to the first term for the mass of nuclei is much greater than that of electron under the BO
approximation. This term is also negligible.
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The time-independent electron part can be separated out from Eq. 2.13 as

28 e

2 ¢
=1

+ (Uee + Uez)l/}el — 6’¢el (214)

where ¢ = £¢(r) is the ground state energy of the electron. Inserting the right hand side
into Eq. 2.13, we obtain the time-dependent nuclear Schrodinger equation, in which the
electron energy enters as part of the partial field

aﬂ) nuc
ot

N
_hj v?¢nuc
2 M,

n=1

+ (U%% 4 g)yp™¢ = ih (2.15)

In other words, the potential V (r) = U%% + &y ! depends only on the position of nuclei,
which will be varied to find the ground state of the whole system.

2.1.2. Density Functional Theory

In density functional theory, the total energy of a system of many interacting particles can
be expressed as a functional of the ground state density ny(r), and that the density n(r)
is obtained from an auxiliary function )5, normally called Kohn-Sham wave function or
orbital. They are related by

N
n(r) =Y [¢(r)? (2.16)
k=1

The above statement is proven in the first and second Hohenberg-Kohn theorem. The first
states that for any system of interacting electrons in an external potential, the potential is
determined uniquely by the ground-state density. [9]. The second theorem states that the
ground state energy is a functional of the density and assumes a minimum at the ground
state.

Proof of theorem 1. Assume there exist two different potentials Vi (r) # Va(r) that yield the
same ground-state density. They lead to different Hamiltonians H; # Hs, and to different

'We treat nuclei as classical particles and denote the potential of them as V' (r).
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ground-state wave functions ¥; # W,. Based on the variation principle, it follows that

By = (01| Hy| 1) < (Vo] H1|Ty)
E2 = <\I/2’ﬁ2’\112> < (qfl‘ﬁgl\lfﬁ (217)

Then we have the following relations
E < <\D2\ﬁ2 — Vo + V4|W3y) = Ey + /dS'r(Vl(r) — Va(r))na(r)
Ey < (U1|H) — Vi + Vo|Uy) = By + /dgr(Vg(r) —Vi(r))ny(r) (2.18)

Summing over these two equations, we get the contradiction:

1+ By, < B1+ Ey (2.19)

Proof of theorem II. For a given external potential V,,(r), we first define the associated
total energy to be

EHK [n] :T[Tl] + Eint [n] + Eewt [n]

= T[n] + Ejme[n] + / n(r)Vige (1) dr (2.20)

Assume ny is the ground state density with the corresponding Hamiltonian H, generated
from the true external potential V,,; and hence its ground state wave function ¥,. Let ny
be some other density, corresponding to another wave function ¥,. This density can also
be as the wave function for Hy, leading to the inequality given by

E(] = EHK[TL()] = <\I/0’H0’\I/0> < <\P1‘H0’\I/1> = EHK[nl] (221)

In density functional theory, the Schrédinger equation with an effective-independent
Hamiltonian for single-spin orbital is given by

_%va ~ zn: ’r_Z’;{n‘ v / () L o+ Veelnl() [ () = ) (2.22)

where the first three terms are kinetic energy, the electrostatic interactions between
electrons and nuclei and the electrostatic energy of the electron in the field generated by

13



the total electron density n(r). The fourth term contains the many-body effects, forming
together the so-called exchange-correlation potential.

The energy-functional for a many-electron system with electronic interactions included
takes the form

Bl = Tl + [ o)V + 5 [ [ i)

v — |

n(r) + Ex[n] (2.23)

Exchange and Correlation Functional

The accuracy of the calculated total energy largely depends on the approximation of
exchange and correction energy E,.. The term F,.[n| Based on the assumption that the
exchange and correlation is the functional of electron density, it is useful to express E,.[n]
in the form

E,c[n] = /drn(r)em(n(r)) (2.24)

where €,.([n],n(r)) is the energy per electron at thr position r depends on the density in
some neighborhood of r. E,. can be written in terms of density like potential term due to
the exchange-correlation hole averaged over the interaction from fully independent to
fully correlated.

The Local Density Approximation assumes that the the exchange and the correlation ener-
gies are the same as that in a homogeneous electron gas and that the exchange-correlation
energy can thus simply be calculated as the integral of not necessarily homogeneous
density,

Bt ()] = B2 [n(r)] + EZPA n(r)]

= / BrefPA (n(r)) - n(r) + / d3relPA (n(r)) - n(r) (2.25)
where the exchange energy per electron eP4 (n(r)) is
3 73\ 1/3
PA (n(r) = - <> nt/3(r) (2.26)
Y
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and the correlation term /P4 (n(r)) is parameterized as
0.1423
e%DA(n(I‘)) _ (2.27)

14 1.0529(3/47n)1/6 + 0.3334(3/47n)1/3
based on Quantum Monte Carlo methods[18].

Despite its success of honogeneous electron gas, LDA has the following shortcomings:
(1) It is problematic for localized electrons, (2) it overestimates cohesive energies and
underestimates the corresponding bond lengths and (3) erroneous self-interaction in-
cluded [14].

The Generalized Gradient Approximation (GGA) is a more accurate approach in which not
just the density, but also the derivatives of density are taken into account. GGA combines
the idea of Taylor expansion with a generalized gradient given by

[Vn(r)]

with kp = (37%n)'/? representing the magnitude of the local Fermi wave vector.

The GGA energy has the form as
EchGA = /dgrn<r)€ch$c[3} (2.29)

where ¢, is the exchange correlation energy per particle of the homogeneous gas as
shown in Eq. 2.25 and F,. is the enhancement factor. There is only one type of LDA, but
there are several kinds of GGA due to different parameterizations, among which some are
empirical, some semi-empirical, and others ab initio. Widely used GGA functionals are the
Perdew and Yang (PW91) [4], the Becke (B88 [2], B97 [3]), Perdew, Burke, Ernzerhof
(PBE) [19], just to name a few. One of the major drawback of both LDA and GGA is that
the exchange correlation does not cancel the self-interaction present in the Hartree energy.

The enhancement factor F.[s] for exchange term under GGA is given by
Fp=1+us’*+ .. (2.30)

where the first term comes from L(S)DA, and the coefficient y in the second term specifies

15



the s contribution based on GGA. The GGA correlation energy takes the form

Eufn] = / Brn() [ (n(r)) + BE(x) + ..} (2.31)

where 2"/ (n(r)) is the correlation energy per particle of the uniform gas, /5 is the

coefficient and ¢ is the reduced density gradient for the correlation.

The calculations done in Chapter 3 used PBEsol as xc functional. PBEsol [6] stands for PBE
functional revised for solids that restores the density-expansion gradient for exchange in
solids, while the original PBE was designed in molecules. It is able to give more accurate
results in describing the equilibrium properties of densely packed solids and their surfaces.

For PBEsol, u = 2ugp with ugrp = 10/81 ~ 0.1235 and 8 = Bgp = 0.0667, where pgg
and Sgg are coefficients for gradient expansion. However, it does not well agree with
densely packed solids. In PBEsol, § = 0.046 and y = ugg are chosen, making it exact
for solids under intense compression and can give significantly better equilibrium lattice
constants and surface energies. However, PBEsol is not expected to give good atomization
energies, for which PBE is superior.

16



2.1.3. Solid State Physics
Harmonic Approximation of Lattice Dynamics

In real materials, atoms are not static, but oscillate around the equilibrium sites. If the
assumption that for solid materials ions vibrate around their equilibrium positions, i.e.,
the Bravais lattice sites, with deviation much smaller than the interionic spacing holds,
potential energy can be approximated by a Taylor expansion in terms of ion displacements
u(R) up to second order:

U(R) = g(z O(R)+ > u(R)VO(R) + % Y WA(R)V?®(R) + O(u*(R)))  (2.32)

N
1
~ U+ 5 S uap(RBIE(R - Rug, (R) (2.33)
a,f UV=2,Y,2

The first order term in Eq. 2.32 vanishes due to the fact that the forces are zero when
atoms are at the equilibrium positions, thus only the equilibrium and harmonic terms
are left as shown in Eq. 2.33. Here, the equation is written in matrix form which is more
convenient for higher dimensional cases. @ﬁf (R — R') is the second derivative of the
potential with respect to the positions denoted by the subscripts {x, v} and is given by

oDP
P R—R) = 2.
o ( ) Oua,u(R)Oug ,(R') (2.34)

where ®7 is the potential between atom « and 3. The equilibrium potentials are nothing
but the minimum of the potential energy surface (PES), i.e., the ground state energy
obtained from ab initio calculations.

Using Eq. 2.33, one obtain the atomic equation of motion that reads

Moiiau(t) = =Y ®ug, (2.35)
B.v

where u,, ,(t) is the second order time derivative of displacement for atom «. An ansatz
for such a differential equation is an exponential function:

Ve = g (e, )€ Bn e =11 (2.36)

17



Here, w is the frequency of the normal modes of vibration. u,,,(«, 1) is the polarization
vector along . direction. This form of displacement function is analogous to Bloch waves
in describing electron wave function. Born-von Karman periodic condition is used to
define the ¢ vector in Eq. 2.36, which requires that: u, (R + Nja;) = ua . (R), where N;
is any integer along i direction and a; is the respective primitive lattice vector. Applying
this to Eq. 2.35, one found that the g take the form:

_':—b b —b 2.
q N, 1+N 2+N33 (2.37)

where b; are the reciprocal lattice vectors that satisfy b;a; = 27.

Substituting Eq. 2.36 into the equation of motion (Eq. 2.35) and by cancels the time-
dependent term e~** so that we end up with

Moawiqtimq ()€ ¥ = " DL 5 ttmq (Bv)e' @ (2.38)
KB

Here @g“ v 1s the force constants of force acting on atom « with direction y, induced

by the displacement of atom 3 along direction v. Multiplying with ¢~ on both sides,
gives

Mawmq“mq aj) Z{Z q)am e = Y04 (BV) (2.39)

Eq. 2.39 is not a generalized form of elgenvalue equation due to the existence of mass
matrix and can be solved by redefining the ansatz as

1
ton = VT,

Now the equations of motion take the form:

CmglQy, u)eiqﬁ“e_m (2.40)

qucmq Oé,LL Z{Z \/— au By (Rj;liR_‘N)}cmq(BV) (241)

The curly bracket on the right hand side converts the equation from R dependent to §
dependent and can be replaced by a new variable called dynamical matrix

G —Ry) (2.42)

ey = Z \/7 B e

18



Eq. 2.41 can now be rewritten as its most general form:

WhgCma(opt) =Y D 5,¢mq(B) (2.43)
B,

By diagonalizing Eq. 2.43 we find out the eigenvalues for each q, which are the solutions
to w.

Given the phonon dispersion w(q), we can compute the phonon density of states n,;;(w),
the partition function Z,;,(7") and the related quantities such as the internal energy
Uyin(T), the Helmholtz free energy F,;,(T) and vibrational entropy Sy (7).

d
min(e) = [ G530t = w(a) (2.44)
o—hwu(a)/2kpT
7 =Ny T (2.45)
) 1 1
Uvib = _876 InZy = ;(2 + W) (2.46)
1
Foip = —kpTIn Zyp = 5 > hw(qr) + kT > In(1 — e~ w(@)/ksT) (2.47)
qv qv
8Fm’
Syib = — 8Tb (2.48)
1 8°’Inz 1 9 5
Cv = kBTQ 852 - kZBTZ (<Umb> - <Um'b> ) (2.49)

For quantum-mechanical harmonic oscillator, energies for each level are given by
1
By = 5ho + nf (2.50)
where n is the excitation number of the oscillator. The density distribution of any ordinary

classical gas P, is given in equilibrium at temperature T by Maxwell-Boltzmann distribution
such that P, oc e #»/k¥8T where E, is the energy at state n.
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Average energy of an oscillator at temperature T is given by?

o 0o 1
@, T) =Y EnPo= (1= e ™M) hwy " (n+ ) /keT)"
n=0 n=0

1 1 1
= —hw+ hw = —hw huw 2.51
y e kT =1~ 27 (2.51)

Next, two models will be discussed for estimating the phonon distribution to the heat
capacity of a solid.

The Einstein model assumes that all atoms are in a similar potential and thus all harmonic
oscillators have the same resonance frequency wg. It is often more convenient to examine
the temperature derivative of energy, i.e., heat capacity, and not the absolute energy itself
since it varies too slightly compared to the equilibrium value. The Einstein model of heat
capacity under constant volume is given by

o =8N (e(u, 1))

a o
= 3N8—T T;)Pnsn(wE)

o1 i
:BNﬁ(QME+—ehWE/kBT_ 1)
hWE ehu)E/kBT

2
kBT) (ehwE/kBT _ 1)2

Ov = (

— 3Nkp(

(2.52)

If we define Einstein temperature Oz = "“Z the heat capacity can be written in terms of

kB
Of as
@E €@E/T

Cy =3Nkp(—

2
=) i (2.53)

At large T, Cy ~ 3Nkp. While for low temperature, Cy (%)Qe_eE/ T Einstein model
succeeds in describing heat capacity in intermediate and high temperature range. However,
due to the inaccurate assumption that all oscillators share the same frequency, Einstein
model fails to predict heat capacity under low temperature.

Debye model takes into account the variation of frequency over different lattice sites, or

e—nhw/kpT
1_o—hw/kpT

2Here P, = follows Bose-Einstein distribution.
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different k-values. Debye assumes that w and k follow a linear dispersion relation,
w = vk (2.54)

where vy is the sound velocity. Obviously, sound velocity differs from the longitudinal
and the two transverse modes in diatomic case but it is not considered in Debye model.
Similar to the way of how total number of free electrons is counted in Eq. ??, the number
of vibration modes (or phonons) is given by

k,S
N= (2.55)
Then we get the density of states
Vk?
9(k) =55 (2.56)

We can convert the density of states per polarization from the conservation law g(w)dw =
g(k)dk and arrive at
dk Vw? 1

aw _re 2.5
dw — 2m2 v3 (2.57)

g(w) = g(k)

The number of states is given by integrating the density of states up to some cutoff

frequency wp
wp wp 2 1 V 3 1
N:/ dwg(w):/ d Ve =YD - (2.58)
0 0

w il
22 03 672 03

where we can derive the cutoff frequency also called Debye frequency wp = 67r2v§% and

Debye temperature © p = h;“—; = %(6#%)1/3.

The internal energy is obtained by integrating over density of states times statistically
weighted energy per stateup to Debye frequency,

U= /0 ™ dog(w)(e(w))hw

wD Vw? hw
= d
/0 w(27r2v§’)(em*’—1)

B T 3 Tp CCS

where © = hw/kpT and xp = ©p/T. The heat capacity is then given by time derivative
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of internal energy

ou Vh [“P 0 w3
Cv = (aiT)V B 327T2v§’ /0 dwaiT ehw/ksT 1
_ 3V h? /“’D whhw kT
2203k T? J, (ehw/kpT)2
3V wp 4 hw/kgT
_ / T (2.60)
2m203kpT? Jo (ehw/kpT)2
T Tp l,4€x
= 9Nkp(—)> dr—
B(@D) /O x(ex_l)Q
For large T,
T T
Cy ~ 9Nkg(=—)> / dzz® = 3Nkp (2.61)
@D 0
For T — 0O,
U~ 3miNkgT?
563
127 Nkg , T
Cy o~ 2L BB 2 3 3 (2.62)
5 Op

Methods for Phonon Calculation
There are essentially two methods for calculating harmonic force constants within DFT,
density functional perturbation theory (DFPT) and finite difference approaches.

Within DFT, the force induced by displacing an atom by a displacement, w,,, can be
calculated using the Hellman-Feynman theorem

0E —/dgrn(r)avext(r) (2.63)

8ua“ auau

For force constants, we need the second derivative, that is,

0’FE 3 0?Vozt (1) 3 On(r) OVez(r)
- = = tertlZ) L Ceetll) 2,
Ouay0ug, /d rnr) O Oug, + /d " Oug, Ouay (2.64)
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The derivative of the density in Eq. 2.64 can be obtained from perturbation theory, since
according to Eq. 2.16, the calculation of perturbed density is equivalent to that of perturbed
wave function. The regular way to get first-order responses is to calculate the expectation
value of the perturbed operator in terms of unperturbed states, e.g.,

O AH[pY
Ap® = 3 W% (2.65)

iAo G T E

where the superscript (0) denotes non-perturbed state and (1) denotes the first order
perturbed state. Perturbed wave fucntion can be obtained in a self-consistent way similar
to solving the Kohn-Sham equation. From these, Eq. 2.64 then yields the force constants.

In the finite difference (also known as "frozen phonon") approach, the force constants

needed to set up the dynamical matrix is accomplished by displacing one atom after
another

PE _ Fuy

6uw8u5y Ugy

) (2.66)

with p — 0.

The finite difference method involves calculations of supercells to get accurate force
constants, so to sample phonon with q # 0. To construct the supercell, we first define
a 3 x 3 x 3 supercell matrix P that relates supercell vector (ag bs cs) and primitive cell
matrix (ap bp cp) by

(ag bs ¢cs) = (ap bp cp)P (2.67)

The total number of atom in the supercell is calculated by
Ny = N, - | det(P)] (2.68)

where det(P) is the determinant of P. As one period of wave has to be bound by any of
the lattice point in a unit cell, the number of commensurate g-points that are accurately
calculated in phonon dispersion is equivalent to |det(P)]|.

These two methods lead to comparable accuracies. DFPT does not require the construction
of supercells, but is typically only implemented in semilocal DFT calculations, but not
for hybrid functional, nor beyond DFT methods. Conversely, the finite difference ap-
proach is compatible with all ab initio methods that allow a force calculation, but requires
calculations in large supercells.
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The Quasiharmonic Approximation

In experiments, what we are concerned about is usually not the Helmholtz energy and
the related thermal quantities given above, but the Gibbs free energy since we are not
controlling volume and temperature, but pressure and temperature. The Gibbs free energy
is obtained via Legendre transform from

G(T,p) = min[F(T, V) +pV] (2.69)

where it means to find the minimum of the function of V in the bracket. One way to
calculate G(T, p) is the quasiharmonic approximation (QHA), where G(T, p) is obtained
by repeatedly computing F' (7, V') at various volumes. This is equivalent to redefining the
phonon to be volume dependent so that the “extension" of the Helmholtz free energy
given in Eq. 2.47 can be written as

1
FRHA(T V) = 3 > hw(qpV) +kpT > In(1 — e l@V)/ksT) (2.70)
qv qv

Based on the two equations of states

P(V,T) = — (gfj% (2.71)
V(P,T) = (gg)T (2.72)

where F' and G are Helmholtz and Gibbs free energy, we obtain the volume thermal
expansion coefficient and the isothermal bulk modulus that are given by

1 /oV 1 [/ 9%*G
Ty <6T>P v <8T8P>PT @73
oP O*F

It can be seen that these two quantities are related by

O*F
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If we expand a lattice to V; against its equilibrium volume Vj, Eq. 2.74 yields

veTA T — vy 1 (OF
M %1 (o) 276

Vo By

Now we introduce mode Griineisen parameter defined as

Vo dwg
y=—| — 2.
T (wq,, A% >V0 (2.77)

Combing Eq. 2.70, Eq. 2.76 and Eq. 2.83, we arrive at

v T) — v
)

1 1
= BT %hwqwqu(nqu +5) (2.78)

Taking this equation back to the relation (Eq. 2.75) given above and replacing the temper-
ature derivative with the heat capacity C,, we obtain the Griineisen equation of states

_ Gy
- 3B
Eq. 2.79 implies that the thermal expansion shows similar trends as the heat capacity such
that o ~ T2 when T — 0 and that it converges to kg~y/BoVy (7 is the overall Griineisen
parameter) when 7" > O p.

(2.79)

(0%

Perturbation Theory in Lattice Dynamics

In the harmonic approximation, we determine the stationary eigenstates of the harmonic
Hamiltonian. It is however not sufficient in describing transport properties. One typical
example is the thermal expansion which the harmonic approximation would never capture
since it is assumed that the equilibrium size of the crystal is temperature independent. Also
the phonon mean free path is infinite in the harmonic approximation (since no phonon
interactions are included), and so is the thermal conductivity.

One approach to account for anharmonicity at least approximately is to obtain the third
or higher order terms via Taylor expansion of the potential. The anharmonic term then
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takes the form

ou
et = Z Z By (Rt (R 1 )t (i) =5

In the following, only cubic anharmonicity is taken into account, though sometimes it is
necessary to go further to higher orders (see [1], p. 489). Here, we first discuss the volume
dependence. In the finite difference method, one now has to do three phonon calculations,
one at equilibrium volume 1} and the other two with slightly larger and smaller volume
than Vj. The volume derivative of dynamical matrix in Eq. 2.82 is computed as

8D  D(V+AV) —D(V — AV)

ov 2(AV) (2.81)

As defined in Eq. 2.83, the mode Griineisen parameter can now be related to the dynmical

matrix by
Vv 0D(q)
- Q) 2.82
Ya 9 [wQ(ql/)] <5(qy)| oV |5(qu)> ( 8 )
where ¢(qv) is the eigenvalue got from diagonalization of the dynamical matrix.

The overall Griineisen parameter is calculated by summing over mode Griineisen parameter
weighted by its contribution to the specific heat

Griineisen parameter defined in Eq.

Yo Y Cri(a)
B qu Cvy (q)

Alternatively, one can calculate Griineisen parameter from third-order force constants. The
volume derivative term agx(/q) is related to the third order force constants by (subscripts
are the same as used in Section 2.1.3)

(2.83)

1
D ') = g D 0%ullss UK explia (1) = ()]
6, (1 U'K) = Z NS 5176 Yy (176 (2.84)
U,k

where 0D, is the change of dynamical matrix due to the change of volume.
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Lattice Thermal Conductivity

Transport phenomena are all typically characterized by the quantity being transported
and the transport speed. Furthermore, the transport of (quasi-)particles is typically
accompanied by collisions. For instance, electrons are often described in the Drude model,
which assumes that the velocity between two collisions remains unchanged. The time
interval, or relaxation time, of charge transport between two consecutive collisions is
simply given by

m*o

(2.85)

’]’ =
ne2

where m* is the electronic mass, o is the conductivity, n the charge density and e the charge.
For thermal transport, these become heat and the velocity of the particles transporting the
heat. Consider a simple heat transport model along the x-axis as shown in Fig. 2.1 with
heat source and sink at both ends. Heat that arrives at T experienced its last collision at
either T; or T5. The heat balance at the mid position z7, with temperature Ty is given by
the difference between heat flow into and out of the domain.

o1

j=gm [e(T [xp, — vT]) — (T [z, + v7])] (2.86)
When the mean free path [ = v is very small, the energy density functions in Eq. 2.86
can be linearly expanded as

j= %nvs <T {xTQ - m(—g)D - %m)s <T [SUTQ + m(—g)D

= g fTlen) —or(= )G | g [Ten) + o= ) )
- "”27%(_%) (2.87)

For the three-dimensional case the velocity in Eq. 2.87 is replaced by the component along
one coordinate, which is (v7) = (v7) = (v?). Note that here the mean square velocity is
approximated as temperature-independent. With the energy derivative being replaced by

heat capacity as well, the heat flux is then written as

ji= évaCv(—VT) (2.88)
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Comparing this results with Fourier’s law, the thermal conductivity per phonon mode
is given by

1 1
R) = gCV)\UzT)\ = gCV)\Ul)\ (289)

The relaxation time (or phonon lifetime) in the above equation remains to be the most
tricky part of solving for the lattice thermal conductivity.

The phonon lifetime 7 (or phonon scattering rate 7~ !) related to the phonon-phonon
scattering has been approximated in different models.

| | |
—_— — —_— —
—_— — —
—_— —_— —

v

Figure 2.1.: Schematic diagram of heat transport

1. Slack Model and Debye-Callaway Model

The lattice thermal conductivity is quantitatively described by the early work of
Debye and Peierls. It tells that (1) in the low temperature region thermal conductivity
increases with heat capacity and the latter is 7% dependent, (2) when temperature
gets higher (~ 0.10p), the Umklapp processes start to dominant and the thermal
conductivity starts to drop and (3) at the peak of the thermal conductivity, its value
is sensitive to the crystal impurities.

Following these findings, the Slack model suggests that the lattice thermal conduc-
tivity can be approximated by

dx (2.90)

kp kBT3/@D/T ale”
KT, e
0

a 27r2'u( h 7o (e — 1)2
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where z = hw/kpT, Op is the Debye temperature, v is the velocity of sound, and 7
is the total phonon scattering time.

Similar to the Slack model, the Debye-Callaway model also only considers the con-
tribution of acoustic modes to the thermal conductivity, which is sufficient for very
simple materials. For the phonon scattering process, however, both normal and
Umklapp processes will affect the heat transport. Umklapp process gives rise to
the thermal resistance due to the reversed phonon flux, while the normal mode
may redistribute momentum and energy among the phonons. Thus the total the
scattering rate of phonon is expressed by 7 1= 7']\_,1 + 71 !, The partial thermal
conductivities x; (i = LA, TA or TA’ modes) are given by [25]
[ 0G)i/T 7! (x)zte” d$:|2

1, o [O/7 7i(x)zte” i (e —1)2
ki = gC’T / (ezv _ 1)2 dx + ©;/T 7i(z)zte® d
' Joo Fre e

(2.91)

where O; is the longitudinal (transverse) Debye temperature given by © = fiwp /kp,
x = hw/kpT and C; depends on the acoustic group velocity such that C; =
k% /2m?h3v;. We notice that the Debye-Callaway model is a function of the De-
bye temperature (©), phonon velocity (v) and the phonon lifetime (7) for both
normal and Umklapp processes. Below are the fitting models for the scattering rate
of different modes given in [15]. For Umklapp process, these are

2
] = () oo (292
and )
=5 () areert, (299)
with
B} ~ e 2.
For normal process, these are
2
[ ()] = By (’“;) 2" (2.95)
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with 5 o
kpyiV
L .. FBYL
By~ Mh2v} (2.96)
and
Lo -1 L (kB 2 5
[Tn (%)) = By 7 xT (2.97)
with
k4 'yQV
T .. FBYL
By~ MR3v3, (2.98)

The three involved dispersion related parameters Debye temperature (©), phonon
velocity (v) and Griineisen parameter can be obtained either from experiments or ab
initio calculations. There are also phonon-boundary scattering and phonon-isotope
needed to be included but they are simply not shown here.

2. Three-Phonon-Interaction

In our study, the single-mode relaxation time (SMRT) method including the three-
phonon interaction is used to calculate the thermal conductivity [22], where the
phonon life time is obtained from the anharmonic term of the potential. Compared
to the Slack model and the Debye-Callaway model, the phonon-phonon scattering is
now treated as perturbation and the actual third-order anharmonicity is captured.

To do this, the Hamiltonian is expanded up to third order. Combining Egs. 2.33 and
2.80, we get

U=U+ Uharm + Uanharm

N
1
—UT 53 Y (R (R~ R, (R))
0675 M V=2,Y,2

N
1
52 2 O (RRURua (R)us,y (R")un¢(R”)
B,y mVE=T,Y,2

1 N R N A - N
=U“+) <2 + nqv) hwy(@) + Y Bayar(ar+aly)(ax +al ) (@ +al )
qv AN A
(2.99)

The last equation in Eq. 2.99 is the quantum mechanical expression derived from the
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second equation, where A denotes the phonon mode (q, ») and ®y)/)~ represents
the interaction between three phonons. @ and a' are the creation and annihilation
operators of the harmonic Hamiltonian respectively. ® )/~ is derived from the third
order force constants and explicitly given by

Gyyviyy = ——— W )\ W )\/ ” )\”
ANX Z Z Kl B K Zmnw/\ 2m,€/o_})\/ 27’)7%//0.})\//

kKK afBy
v Z(I)Ocﬂv OIQ l/K,, "k //) iq'[I'x’—0k] zq”[l”n”—On] zq+q '+q")r OR/)A q+q +q
l/l//
(2.100)

Here A(q + ' + q”) = 1 when q + ¢’ + q” equals to reciprocal lattice vector
and is zero otherwise. W (k, \) are the polarization vectors corresponding to the
eigenvectors of the Dynamical matrix. ®,,/\» can then be used to calculate the
imaginary part of the self-energy, which is given by

187

L' (w) = h2

’@ )\/\/)\//| {(’I’L}\/ —|— TL)\// —I— 1)(5((,;) — W)\/ — u))\//)
+ (ny — na)[0(w + wy — war) = 6(w — wy +wxr)]}

where n,) is the phonon occupation number at the equilibrium. Phonon lifetime is
related to the imaginary part of the self-energy via

1
2T\ (wy)

Eq. 2.101 can be inserted into Eq 2.89 for calculating the mode-specific thermal
conductivity

(2.101)

T\ =

nZ}‘:(w) = % Z Cr i TAO(w — wy) (2.102)
LY

Integrating over all mode frequencies gives the bulk thermal conductivity.

3. Green-Kubo Method
Using Green-Kubo method one is able to calculate thermal the conductivity in a
non-perturbative manner via ab initio molecular dynamics. The Kubo relations [12]
tell us that transport coefficients can be obtained by integrating the correlation
function of the associated flux over time.
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A 4

Figure 2.2.: Characteristic features of an auto-correlation function

Figure 2.2 shows the decay of an auto-correlation function C(r, 7) over time, where
A and B are two time-dependent signals. When the two signals are same quantity,
the auto-correlation function will decay simply to zero. The thermal conductivity
is related to the heat flux auto-correlation by [5]

1 o0
e /0 (T (£) T (0))dt (2.103)

where (J,(t)J,(0)) is the ensemble averaged heat flux auto-correlation function.
Considering the continuity law

1 0E(t)

- 1 Vi=0 2.104

Vg TV ( )
and integrating both sides over position r, we get the expression of the heat flux
J(t) that is

1d 1 . 1 .
It) = o D Rabr = 5> RaBr + 2 Riky (2.105)
I I I
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where Ry and E; are the position and the energy for atom I. The last two terms
in Eq. 2.105 imply that the heat flux can be decomposed into a convective term
describing the diffusion of atoms which is negligible for heat transported in typical
solids, and the conduction term describing the energy transfer between neighboring
atoms. The conduction term can be rewritten in the following way.

1 . 1
v E RiE; = v E (Fry - vi)Rug
T 14]

_ % S orvi (2.106)
I

From Eq. 2.106 we see that the heat flux now depends on the stress tensor and the
velocity of each atom, while no longer on the energy density directly. The solution
to it is exact provided that the stress term can be formulated in a unique and well-
defined way, which has been implemented in the all-electron code FHI-aims [11].
Then one is able to calculate the heat flux J(¢) from the position and the velocity
of each ab initio MD trajectory. Thermal conductivity « is further obtained by the
integral of the heat flux auto-correlation.

Measure for Anharmonicity

When comparing between MD-computed thermal conductivity and the perturba-
tive ones, it is important to note that discrepancies arise for strongly anharmonic
materials. It is thus important to characterize materials by anharmonicity.

Recently, Knoop et al. [10] developed a quantitative measure of the degree of an-
harmonicity of materials by computing the root mean square error (RMSE) of the
difference between anharmonic and harmonic forces divided by the standard devia-
tion of force distribution:

A — g [FA]T _ ZI,a((FIA;a)2>T
e alFlp — \ Xral{(Fra)®)r (2.107)
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where both ¢ [F|, and o [F| can be obtained from the time average, which are

Nt
1 1
N
11 )
o [Fr =\ 33 W, ;1( ra = Fra)(t) (2.109)

The degree of anharmonicity can also be roughly predicted in a one shot way. This
is done by calculating the atomic configurations from the distribution function
predicted in the harmonic approximation instead of time averaging the MD results.
For a given normal-mode coordinate ¢; = A(7T') cos(wst + 1)5), the average kinetic
energy in the thermal equilibrium is given by

(30 = (g2 AZsin® st + )
- Jws(A5) = %kBT (2.110)

The expectation value of the amplitude is (A;) = v/2kpT /ws. If this holds for all s,
then the energy of each mode is exactly k7T according to the equipartition theorem.
Displacements can therefore calculated from a random distribution given by

1
AR§ = AT > ((Adely (2.111)

where ef; is the harmonic eigenvectors, and (, is a normally distribute random
number. If a material is fully harmonic, Eq. 2.111 would represent the true thermo-
dynamic ensemble average. In this case, both o* o2\ will be zero.

In calculating one shot forces we simply set (s to be +1 other than from a random
distribution to approximate the harmonic turning points. Plugging this into Eq. 2.107
we get the one- shot metric ¢2,. Note that for strongly anharmonic materials the
approximated o, is not accurate and one still has to use ¢* from aiMD.
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Potential Energy

Figure 2.3.: These two plots show that for given potential energy and force, the anhar-
monic contribution of them is nothing but the difference between the total
value and its harmonic approximation (figure from [10])
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2.2. Statistical Theories

Once we are done with some calculations, we would like to gain some insights of structure-
property relations by mapping the output results to the input data. Ideally, this should
allow for skipping the costly computation step to determine the property and to only
rely on simple, easy-to-compute properties. However, this mapping is usually not linear
or explicit. Machine learning is a useful tool to find out the complex descriptor for us.
Here in this section I will briefly introduce the approach, i.e, sure independence screening
and sparsifying operator (SISSO), that is used to do the regression for the set thermal
conductivity dataset obatained from ab initio calculations.

2.2.1. LASSO (Least Absolute Shrinkage and Selection Operator) and
Compressed Sensing

Let’s assume that there are some set of input data points {d11,...,din},-..,{dN1,-..,dMN}
and a set of property data points {P1,...,Pn}, dvn and Py € R. Our goal is to find a set
of constants c that can be the solution to the equation P = D - ¢, where P is the property
vector and D is the input (or descriptor) matrix. Least squares is the most simple approach
to solve this by minimizing the square of errors between the two sides, i.e.,

argmin ||P — Dc||3 (2.112)
ceRM

where ||||3 denotes I, the square errors. The explicit solution to Eq. 2.112 is given by
c = (DT™D)"'DTP. A problem of this approach is that for under-determined linear
system, it would cause over-fitting if two entries of D, inversely correlated to each other,
are distributed with very large weights. Also, such an approach will usually lead to
high-dimensional models with ¢; # 0Ve.

l> Regularization

A better solution can be achieved by introducing an additional norm term (or penalty
term) to Eq. 2.112. The most commonly used [/, regularization is given by

argmin(||P — Dcl|3 + \|c||3) (2.113)
ccRM
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where the coefficient A controls the strength of the penalty and usually tuned by cross
validation. However, the [ norm still tends to make use of all features, thus it is unable to
give a sparsified solution that we want.

lop and [, Regularization

The sparsest solution can be obtained by replacing the second term of Eq. 2.113 with
Allcl||o, which is nothing but the number of non-zero entries in D. Solving such a problem
is an NP-hard problem that scales non-polynomial with problem size. To accelerate the
procedure, the /; norm regularization can simplify the regression by making it convex
again, while still providing a sparse solution. Similar to the above, /; regularization is
defined as

arg min(||P — Dcl|3 4+ A||c||1) (2.114)

ceRM

where |[c|[; = ), |ck|. This method is also known as LASSO (Least Absolute Shrinkage
and Selection Operator). There exists a smallest A\g > 0, such that all entries of the solution
c are zero. With decreasing A\, more and more components become non-zero.

N > CQIn(M) (2.115)

Eq. 2.115 quantitatively shows that there exists a constant C such that whenever this
relation holds, a stable and robust recovery of ¢ from D and P is possible [8]. Compressed
sensing provides a way to justify the construction of matrix D and then the low-dimensional
descriptor model is to be found via LASSO.

2.2.2. Symbolic Regression

Linear models of features are often not enough to describe most of the physical properties
of materials. That’s why non-linear models, e.g., kernel ridge regression, are often used
for these applications. In our case, we use another approach based on symbolic regression
to introduce non-linearity. It aims at generating sufficiently large feature space upon a
small number of training data and mapping the regression output analytically to the input
data. Features will be generated in a “building blocks" manner and based on this they will
be further grouped into different rungs, i.e., 1, ®2, ®3 etc., with each rung building up
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out of features (“blocks") of the previous rung:

p

U H[¢1, ¢2), Vo1, 2 € Biy (2.116)
i—1

In practice, features up to a few rung are sufficient and the maximum rung is one of the
hyperparameters of the regression needed to be optimized. These feature spaces will
be then mapped into dimension spaces by scoring the Pearson correlation with property
vector P. Optimal descriptors among them will be determined by the [y method. Details
of these two steps will be introduced in the following section.

2.2.3. SISSO (sure independence screening and sparsifying operators)

The goal of SISSO is to find the best low-dimensional linear models of a property given
a set of non-linear, analytical expressions stored in ®. The first step of this method is to
use sure-independence screening (SIS) to screen all features in ® to find the n;s features
that are most correlated to P, using the Pearson correlation

N —_

dni - di n — Pn
I Odn)i(;;n Pn) (2.117)

n

where dy;, d; and o4, are the value of the n'* feature d;, mean value of d; and its
standard deviation. py, pn and op,, are the respective values for p,. Once done these
ng;s are stored inside of a subspace S1p and the best n,..s models are trivially found using
ly-regularized least-squares regression. We then calculate the residuals A1p,

ip =P —dipcip, (2.118)

where r is the index of the found model, for each of the found models and then use those
to perform the SIS selection for Sep. In this step we will be using multiple residuals, so
the projection score has now changed to be the maximum correlation between the various
residuals

Pd;p = mMax (ptliipv s apﬁﬁf) ) (2.119)

where pg_ is the projection score associated with the residual of the r'* model. From here,
we find the best two-dimensional model using /,-regularized least-squares regression on
the union of S;p, and Sap. This cycle is then repeated until some user-defined maximum
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dimension is reached. In this algorithm the maximum dimension, n;s, and n,.s are all
hyper-parameters that are optimized during cross validation.

B
A

feature space P »  Property

1D model = 1D descriptor
2D model = 1D descriptor + 2D descriptor

Figure 2.4.: Descriptors up to 2D are used to reduce the residual

2.2.4. Cross Validations of Models

Cross validations of model of the current dimension before moving on to the next dimension
to ensure that the loss function - root mean square errors (RMSE) - is small enough so
that the model is generalizable to be used in predicting property of a mew material. Cross
validation is performed by randomly leaving out a certain number of data from training
data set. These left-out data form another test set to check the variance between real and
fitting values of samples in the test set caused by over-fitting. Fig. 2.5 below shows the
tradeoff between bias and variance over different complexities of model. It shows that the
error is not always decreasing with increasing model complexity but that there exists a
minimum.
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— = |
H g |
| Bias
Model Complexity
Figure 2.5.: Total Error = Bias + Variance
In 1D, the RMSE is defined by
1 N M
= |= . 1D _.1D\2
RMSEp = |+ Z(Pl Zdij clP) (2.120)
i J

where N and M are sizes of the property set and the feature set.

Ndim

N
RMSE,p = ]172( Z Zd”D nDy2 (2.121)

After running a number of cross validations for each set of “hyperparameters"3, a jackknife
resampling will be done to check if the result of cross validations is converged. For
jackknife resampling we simply take the average over all but the i-th data points which is
called the jackknife replicate:

] 1 |
Ty ==y 2. Tpi=lewn (2.122)
j€nl.j#i

*Hyperparameters will be discussed in detail in Sec. 3.5.
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Obviously we will get n jackknife replicates and they can be used to calculate the jackknife
estimate of the average:

1 n
Tjack = — D 3() (2.123)
=1

The jackknife estimate of variance of & can be calculated from the variance of the jackknife
replicates 7 ;):

n—1x~,_ B 1 -
— > (T ~ Tjoek)” = D 3 (@ - 2)? (2.124)

i=1 =1

0ar(T) jack =

We shall see that the larger size of data sample will give better estimated mean value with
smaller variance. By performing jackknife resampling we are able to know whether the
variance of RMSE is within the tolerance and that the estimate mean value can be used
as the RMSE of the model, or we need more cross validations to give reliable estimate of
RMSE.

| Primary Features @ |

|Feature Spaces: @1, &y, O3 etc.l

Score Features According to Pearson Correlation| . SIS
and Divide Them into Various Dimensions
|Find Low-dimensional Models via [y (or LASSO) Regressionl —————— > SO

| Cross Validation of each Dimension using RMSE |

| Extrapolation |

Figure 2.6.: Workflow of SISSO Regression
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3. Results and Discussion

3.1. Numerical Settings

Ab initio forces used in the following sections are computed using the all-electron code
FHI-aims with the numerical atom-centered orbitals (NAOs) method. PBEsol is used as
the exchange-correlation functional and the SCF convergence criterion of density is set

to be 10_7eV/A3, k-point density is set as 2 A and light settings are used. Other

numerical settings are set as the default in the code. All structures are fully relaxed using
symmetry-preserving constraints[13], before force calculations are performed.

3.2. Preliminary Convergence Tests

In this work, third order force constants are needed for the calculations of anharmonic
quantities using the methods discussed in Sec. 2.1.3. To obtain third order force constants
(fc3) by finite-differences, one has to compute the forces acting on each atom caused
by displacing a pair of atoms from their equilibrium positions as shown in Eq. 2.80.
The number of force pairs needed grows rapidly with the increasing supercell size and
complexity of the structure. For instance, for Si supercell with 8 atoms, the displacement
pairs needed are 16. However, this number goes up to 222 for the 64-atom Si supercell, and
to 434 for the 216 one. Table 3.1 shows the materials to be calculated in our following high-
thoughput screening, along with the supercell sizes to be used and their corresponding
number of atomic pair displacements needed for fc3 calculations.
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Materials Rocksalt Zincblende Fluorite Half-Heusler Chaclopyrite
Atom per supercell 64 64 96 96 144
Number of pairs 146 222 258 497 5192

Table 3.1.: Number of displaced configurations for five different structures

43



B —
0.12 1 —e—  Fluorite | |
' Half-Heusler
r —o— Chalcopyrite | |
0.10 - =
2 L |
[=Y0]
L 008 .
oy
o s i
éﬂ: 0.06 - =
=
<
<]
E 0.04 =
0.02 - =
—
0.00 ‘ : o
4 5 6 7
Teut [A]
@
T T
0.25 |- —o— Fluorite
| Half-Heusler | |
—e— Chalcopyrite
0.20 |-
'S |
a0
°
oy 015
o
m L
&
g 0.10 |-
0.05
0.00
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N
MaxRE is the maximum among the set of relative errors.
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To obtain third order force constants, two atoms are displaced simultaneously (r; and rs)
and such displaced configuration induces forces on all the other atoms given by

F3 = _V (3.1
31‘3

However, forces caused by the interaction of an atom pair may be shorter-ranged than the
chosen supercell size which is determined by the harmonic approximation. It is possible
to choose a cutoff radius d.,; (with an upper bound equal to distance between the two
displaced atoms), such that only atomic pairs with |r; — ra| < d.,; are considered in the
force calculations. The setting of cutoff radius helps reduce the number of pairs computed,
but should not affect the accuracy of the third order force constants. Due to the large
number of displacement configurations needed for the last three classes of materials in
Table 3.1, a cutoff radius is particularly helpful in these calculations.

To check the accuracy, we perform a convergence test of Phono3py calculation for a total
of fifteen materials, containing four fluorites (LioO, MgoGe, MgySi and MgoSn), four
half-heuslers (CoTiSb, FeVSb , NiSnTi and NiSnZr) and nine chalcopyrites (AgGaSs,
CdAssGe, CdGePs, CuGaSs, CuGaSey, CuGaTes, ZnAssGe, ZnAssSi and ZnGePs). The
accuracy for each cutoff radius is evaluated by calculating the relative errors of the
respective Griineisen parameter and thermal conductivity calculated without cutoff radius.
For chalcopyrite, we use results with r.,; = 9 A as the accurate values. This r.,; ensures a
convergence of relative errors within 0.01. Results of the mean relative errors (MeanRE)
and maximum relative errors (MaxRE) using different r.,; are shown in Fig. 3.1 and 3.2.
We note that for thermal conductivity, both fluorite and half-heusler materials show very
good convergence with MaxRe and MeanRe smaller than 0.05. Chalcopyrites, however,
have larger calculation errors, where the MaxRE is unable to reach a value smaller than
0.05 at 7 A cutoff radius. For the results of Griineisen parameter, the accuracy of the
calculations of all the three classes of materials is greatly enhanced from cutoff 5 A to 6 A,
and thus 6 A is a good choice. Given that for chalcopyrite materials 5192 displacements
have to be computed to get the third order force constants without using a cutoff radius,
it is helpful to use a cutoff radius of 6 A in the following high-throughput screening, since
it halves the amount of displacements.
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3.3. Phono3py Results of Thermal Conductivity

Here we perform a high-throughput screening over 152 materials from those five structures
discussed in Section 3.2. Parameters for the calculations of ab initio forces are set in Sec. 3.1.
The Phono3py code is used to calculate third order force constants. Cutoff pair distances of
6 A are set for fluorite, half-heusler and chalcopyrite, as has been tested to give converged
results in the previous section. Thermal conductivity (300 K), Griineisen parameter and
other thermodynamic properties can then be extracted. Other computational details are
given in Sec. 3.1.
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Figure 3.3.: Comparing Thermal Conductivities (300 K) calculated by Phono3py with the
experimental values.
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Structure Rock Salt Zinc Blende Fluorite Half-Heusler Chalcopyrite
Number of materials 18 16 4 4 7
RMSE 0.15 0.24 0.17 0.31 0.22

Table 3.2.: Results of the number of materials for each structures and the RMSEs showing
the relationship between experimental and calculated thermal conductivity.

Results for the thermal conductivity are shown in the parity plot (Fig 3.3) between
computation and experiment results. Only 49 materials with measured values available
are included in this plot. The overall R? value of 0.91 indicates relatively good agreement
with the experiment results.

We note that part of the rock salt materials show a remarkably small thermal conductivity,
which contradicts the common expectation that simple materials have high thermal con-
ductivity [21]. Among them the one with lowest k.y) is Nal (kezp = 1.80W /mK). Other
halides are also found to have low thermal conductivity, e.g., Rbl (k¢zp = 2.30W/mK)
and KI (kezp = 2.60W/mK). This can be explained by their strong anharmonicity. For
instance, their Griineisen parameters are: 1.565 (Nal), 2.30 (RbI) and 1.587 (KI). Their
mode Griineisen parameters are shown in the Appendix (Fig. A.4).

Table 3.2 lists the number of the materials and the RMSE for each class. Among these
five classes, only rock salt, zinc blende and chalcopyrite may have sufficient number of
data to give a rough idea of the accuracy of the Phono3py calculations for each class, as
measured by the RMSE. Conversely, calculations for fluorite and half-heusler materials are
too few to give useful information regarding the accuracy of the calculation for these two
individual classes. Nonetheless, we remark that all the half-heusler materials are severely
overestimated in thermal conductivity, unlike other classes for which materials lie above
and below the parity line.
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Figure 3.4.: Materials with x.,, < 10W/m/K that can be selected as thermal insulators.
Thresholds for «.,, and k., are marked by the two dashed lines.

83 of the 152 materials are found to be promising thermal insulators with calculated
x smaller than 10 W/mK, as shown in Table A.1 and A.2, where 25 are rock salts, 3
are zinc blendes, 21 are fluorites, 4 are half-heuslers and 30 are chalcopyrites. Based
on the available 49 experiment data 23 materials are confirmed experimentally to be
thermal insulators, as shown in Fig. 3.4. They are 12 rock salt, 2 zinc blende, 3 fluorite, 2
half-heusler and 4 chalcopyrite materials. In these insulators, the large overall root mean
square error (RMSE) of KF, NaCl, CdSe, CdTe, NiSnTi, NiSnZr, CdAs;Ge and CuGaSe,
is caused by the break down of either DFT with PBEsol method or Phono3py calculation
of thermal conductivity. If we leave out those data points with absolute error greater than
2 W/mK, the resulting RMSE of the remaining 15 materials will be lowered to 0.840, but
still relatively large.

We notice that AgGaS, shows the smallest lattice thermal conductivity (xe., = 1.45 and
ket = 0.82W/mK) among all the thermal insulators shown in Fig. 3.4. Note that the
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calculated result of ragcas, does not agree very well with its experimental value, as it
shows a larger distance away from the parity line than the other blue points in Fig. 3.4.
However, its significantly low thermal conductivity is of more interest to us. In the next
part of this section we will investigate more about this material, using Si as a comparison
for a good thermal conductor.
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Figs. 3.5 show the phonon band structure and density of states, temperature dependent
thermal properties and mode Griineisen parameters of Si. They are important quantities
for the evaluation of the dynamical stability of a material. There are two Si atoms in a
primitive cell, resulting in six phonon dispersion bands in Fig. 3.5(a). Density of states
(DOS) gives an overview of the phonon density distribution across some frequency range.

Fig. 3.5(b) shows the changes of the heat capacity, entropy and free energy under different
temperatures. They are extracted from ab initio forces as derived in Eq. 2.44. Alternatively,
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one can get these quantities form ensemble average by performing aiMD simulations.
For free energy, another approach would be to do thermodynamic integration, that is, to
integrate along the internal energy “path" between the reference state and the unknown
state.

Fig. 3.5(c) shows the Griineisen parameter of Si per mode. They are calculated from third
order force constants via Phono3py. We can see clearly that those Griineisen parameter
points are divided into two clusters, one covers values from 0.25 to -2.0, while the other
stays around 1.0. Griineisen parameters in the first cluster all belong to the acoustic bands,
which are the causes of Si’s negative thermal expansion at low temperature.

AgGaS, is one of the chalcopyrite semiconductors that are promising thermoelectric
materials that can be used as both n- and p-type[20]. For chalcopyrite, value of thermal
conductivity differs greatly between specific materials. As we found in our calculation,
ZnGeOa, LiBO2, LiNyP and SnZnPs have thermal conductivity over 20 W/mK, while all
Ag-based chalcopyrites show low « values around 2 W/mkK.

Fig 3.6(a) shows the phonon band structure and the partial DOS of the chalcopyrite type
(I42d) AgGaSs. There are 8 atoms in the unit cell of AgGaS,, resulting in 24 phonon
branches (3 acoustic branches and 21 optic branches). The flat band shape leads to very
small phonon sound velocity v, of 1397 m/s ! (for another chalcopyrite ZnGeP2 with
k= 29.374W /mK, vs = 5056m/s), in particular along X-P direction where all modes are
double-degenerated[24]. Following the relaxation time approximation for lattice thermal
conductivities, i.e., Kk, = %vagﬂ the small sound velocity explains the low thermal
conductivity. It is also noted that at low frequency region, the optical modes and the
acoustic modes overlap, giving rise to a high density. The partial DOS plot on the right
shows that density at low frequency is dominated by Ag atoms, while Ga atoms contribute
in the intermediate to high frequency region and S atoms in the high frequency region.
The partial DOS can then be mapped to other frequency dependent properties (e.g. mode
Griineisen parameter shown in Fig. 3.6(c)) to give an idea of which atom affects other
properties.

Three thermodynamic properties, i.e., the vibrational free energy Er, entropy S and heat
capacity Cy are plotted in Fig 3.6 (b) as functions of temperature. The absolute values
of these three properties are all much greater than that of Si mainly due to the larger
number of atoms in the unit cell. The heat capacity reaches a constant at roughly 400 K
and follows Dulong-Petit law at higher temperature.

1Phonon sound velocity is calculated via the derivative of frequency with respect to wave vector q using
finite difference method.
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The mode Griineisen parameter for AgGaSs is shown in Fig. 3.6(c). The overall Griineisen
parameter of AgGaSs in our calculation is 1.05 (for the relation between overall and
mode Griineisen parameter see Eq. 2.83), which is in good agreement with the reported
~ of 1.02[23]. Two different colors represent the positive and negative parts of the mode
Griineisen parameters. The negative ~ all come from low frequency branches (mainly
acoustic branches), implying that these branches produce negative thermal expansion.
What is different is that close to zero frequency, Griineisen parameters are very large with
a maximum of 35.31, from which it drops linearly till 1 THz. Mapping this back to the
partial DOS of AgGaS, we find that most of these modes belong to Ag atoms which have
the highest density at low frequencies.
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As observed in the case of AgGaSs, the low frequency Ag atoms with large Griineisen
parameters might explain the low thermal conductivity of this compound. Now we would
like to see if this assumption can be generalized to the whole chalcopyrite space.

Fig. 3.7(a) shows the structure of the tetragonal unit cell of ternary chalcopyrite with
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ABXj5 composition (I — IIT — VIy or IT — IV — V53). The yellow points stand for atom X (S,
Se, Te, etc.), while the gray atoms (A = Cu, Ag, etc.) and the green atoms (B = Al, Ga, In,
etc.) equally occupy the tetrahedron holes.

To reveal the A-atom dependent trend for the thermal conductivity in ABXj type chal-
copyrite, we divide the 38 chalcopyrite materials into 7 groups based on the element on
their A site. Here, GaLiTe; and CdSnP;, are excluded since they do not follow the general
trends. Of all the remaining 36 chalcopyrite materials, Li, Na, Cu and Ag based compounds
correspond to I — IIT — VI, composition, while Mg, Zn and Cd correspond to IT — IV — V,
composition. The ionization number differs in these two cases (for I — III — VI, Aisa +1
cation and for I — IIT — VI, A is a +2 cation). Then we calculate the averaged thermal
conductivity for each group with results shown in Fig. 3.7(b). Generally speaking, thermal
conductivity decreases with increasing atomic number/mass as shown from left to right in
the bar chart. Ag-based chalcopyrite shows the lowest average thermal conductivity of
1.19 W/mK. Exceptions are found in Zn and Cd, where the average thermal conductivity
of Zn-based compound is 18.5 W/mK and for Cd it is 6.3 W/mK. The descending trend of
I — IIT — VI, compounds is in general consistent with the experimentally fitted model for
thermal conductivity given in Ref. [23], which states that the relation k7, oc M 5@% (M is
the average atomic mass, 0 is the average volume occupied by one atom of the crystal and
Op is the Debye temperature) holds for each individual compositions, i.e., I — ITI — VI
and II — IV — V,. However, the unexpected high average thermal conductivity of Zn-based
compounds breaks this trend for IT — IV — V5 compounds.

3.4. Anharmonicity Measure

Can we obtain or at least have an initial guess of thermal conductivity without performing
any costly Phono3py or MD calculations?

Of course one can do such predictions using machine learning if enough reliable data is
available. But before that, we would like to first look for descriptors in physics domain. It
is known that the thermal conductivity is finite due to aharmonicity. Here, we will present
three anharmonicity metrics, i.e., ¢, oo and Griineisen parameter +, and compare their
performance as an anharmonicity measure by investigating their correlations with the

thermal conductivity.

The idea behind ¢ and aﬁs is based on Ref. [10]. They are extracted from the RMSE
of normalized forces obtained via aiMD and harmonic sampling respectively (see the
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derivation in Sec. 3). Both R? and RMSE are used to measure how well they can predict
the thermal conductivity linearly. From Fig. 3.8(a) and 3.8(b) one can easily note that
at the region near 10W/mK four materials are far off the regression line. They are the
half-heusler materials (CoTiSb, FeVSb, NiSnTi and NiSnZr), corresponding to the four
orange points well below the equality line in Fig. 3.3.

The greater R? and smaller RMSE of ¢* than that of ¢2, indicate that o* is a better
descriptor for thermal conductivity and anharmonicity. This can be explained from
Fig. 3.8(a) where the data points of strongly anharmonic materials with larger o are
closer fitted to the regression line. As discussed in Sec. 3, o2 is an approximation to o
based on the ensemble average of perfectly harmonic system. Errors thus must become
larger for more anharmonic materials.

We further plot the correlation between k.., and ~ as shown in Fig. 3.8(c). + is correlated
to the thermal conductivity via the Slack model and the Debye-Callaway model discussed
in Sec. 3.3. They both tell that the phonon scattering rate 7~ ! o 72 (where the relaxation
time 7 oc y~2), and 7 is proportional to the lattice thermal conductivity. The R? and
RMSE show, however, that its correlation with the thermal conductivity is not particularly
pronounced. This suggests that in both the Slack and the Debye-Callaway model,  is
dominated by Debye temperature © p and other properties (atomic mass, volume, etc.)
and that the Griineisen parameter, however, plays only a minor role.
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3.5. SISSO Regression for Thermal Conductivity

As discussed in Sec. 3, both oA and v don’t encompass all aspects of thermal conductivity.
For instance, the Slack model [21] for thermal conductivity reads
6% s

VT

Ky = A (3.2)

where M is the average atomic mass, © p is the Debye temperature, § average volume per
atom in the unit cell, v is the Griineisen parameter, T is temperature and A is a constant.
This model has been proved to describe successfully in high-x materials, e.g., Si, MgO, BP,
etc. However, it fails in the case of strongly anharmonic materials. To check the accuracy
of the Slack model, we plot the relation between £, and the coefficient M,035 /2 using
the x data we calculated, as shown in Fig. 3.9. It shows that a roughly linear correlation
can be reached for materials with k., greater than 50 W/mK, whereas no linear trend is
found for lower k¢gp.
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Figure 3.9.: Experimental values of thermal conductivity as a function of the coefficient
M,035/+? in the Slack model
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Machine learning provides a way to include more features relevant to the other aspects of
the thermal conductivity. As introduced in Sec. 2.2, SISSO (sure independence screen-
ing and sparsifying operator) is able to tackle immense and correlated feature spaces,
and converges to the optimal solution from a combination of relevant to the materials’
property [16].

In this work, the set of 49 experimental data shown in Sec. 3.3 will be used as the target
property. As preprocessing step ke, Will first be converted to log(k.s)p) to reduce the range
of possible values of x. Table 3.3 shows the primary features (or training data) used to
construct the feature spaces for the symbolic regression as discussed in Sec. 2.2.2, where
some stem from ab initio calculations, some are structure-specific parameters. They have
been selected as primary features since they represent relevant processes for the thermal
conductivity. It is thus reasonable to assume that a combination of these physical features
in the higher rungs of feature space can give a better description of thermal conductivity.

There are four parameters forming a set of hyperparameters that have to be adjusted and
optimized during the training, which are

(1) n_sis_select: number of features selected for each dimension;

(2) n_residual: number of residuals of loss function taken to the calculation of RMSE
for each dimension;

(3) max_rung: feature space are built up to ®max rung and
(4) desc_dim: number of dimensions considered.

All hyperparameters in the following regressions are optimized using 50 or 100 iterations
of leave-10% out cross validation (CV), i.e., 10% of the data in training set are used as
test data in the CV.
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Feature Definition
v Grineisen parameter
oA Measure of degree of anharmonicity from MD [10]
ol One shot measure of degree of anharmonicity [10]
Lavgprim A) Average lattice constants of primitive cell
0, (K) Average phonon temperature [17]
Opes (K) Estimated high-temperature limits of Debye temperature [17]
0, (K) Debye temperature of the acoustic phonon branches
C, (J/K) Heat capacity
Wr,ae (THZ) Maximum frequency at I" point
Mumin (Da) Minimum atomic mass
Mmaz (D) Maximum atomic mass
Mapg (Da) Average atomic mass
u (Da) Reduced mass!
Vin (AS) Molar volume
Va (}0\3) Volume per atom
p(Da/AS) Density
n_atoms_prim (n_atom) Number of atoms in the primitive cell
vs (M/s) Phonon sound velocity
Ly = ﬁ, where m; are the masses of atoms in the primitive cell.

Table 3.3.: The primary features used in the following regressions. Definitions are given
in the right column.
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3.5.1. Regression including ~

In this section, SISSO regression is performed with + included and 04/07 excluded. A
total of 49 materials are taken to the training.

Cross Validations (CVs) of Models

0.34 |- |
0.32 |- |
0.30 |- .

0.28 |- .

0.26 |- £= |

0.24 |- |

0.22 |- |

Validation RMSE [W/m /K]

0.20 |- |

018 | | | | | |
200 300 350 400 450 500
Number of Residuals

Figure 3.10.: Validation RMSE of 100 CVs. Other parameters are: max_rung = 2,
desc_dim = 3 and n_sis_select = 500.

Fig. 3.10 shows the RMSE obtained from 100 cross validations as the final step of the
cross validations, with n_residual ranging from 200 to 500. A set of 50 CVs is performed
first using the same hyperparameter settings, RMSE given in Fig. B.2, where the other
parameters are already optimized through the initial cross validations with results shown
in Fig. B.1 and B.3. In Fig. B.2 it is unclear whether 400 is the best parameter and then we
increase the number of cross validations to 100 (Fig. 3.10). Based on this results we are
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sure that n_residual should be 400, with the validation RMSE being 0.209. In Table B.1
we provide a list of the best model with smallest RMSE across all CVs for each dimension
(hyperparameters are the same as the final training), which may give an idea of how
models vary with dimension and cross validation.

Final Training

To finally determine a descriptor for this regression, we run another training with all
materials included in the training set. The parity plot and the fitting errors are shown
in Fig. 3.11 and Table 3.42. The maximum absolute error corresponds to LiH, whose
thermal conductivity is underestimated by nearly 50%. Nevertheless, the overall regression
performs well with R? = 0.97. Table 3.4 also lists the errors for each individual materials
class, from which we get a rough idea of how well the model describes one certain class.
Obviously, the consistently small errors confirms the accuracy of this model across the
whole dataset.

The obtained equation for the descriptor is given by

3 M-
Kest = €0 + Qo P +a1—5 e + GQQZQ)Vamavg (3.3)
V' Us Lavg_prim

where ¢g = —1.743 - 1072, ag = —17.97, a; = 5.515 and as = —1.743e—08.

From a physics point of view, the primary features entering the equation should be
individually related to the thermal conductivity as: p(-), vs(+), Mmin(-), Lavg prim(+),
©,(+), Vo(+) and maug(-):'}. Throughout the equation only the density p, the sound
velocity v, and the m,,, agree with this physical intuition. However, this ignores the
correlations between the primary features, which may lead to different results. For
example, V, is actually inversely correlated to thermal conductivity because V,, and ©,,
are also inversely correlated to each other. The latter has strong positive impact on the
thermal conductivity. The large differences between the coefficients might play a role, but
this is in fact also related to the different order of magnitude of the primary features.

2Here both RMSE and R? are used in the error assessment. RMSE tells us the typical distance between the
predicted value and the actual value, while R? tells us how well the predictor variables can explain the
variation in the response variable.

3(+) stands for positive correlation, while (-) for negative correlation.
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Figure 3.11.: Parity plot of the final training using the optimized hyerparameters with all
materials included as the training data.

MAE MaxAE RMSE
Overall 0.10 0.31 0.13
Rock salt 0.09 0.31 0.12
Zinc blende 0.09  0.30 0.13
Fluorite 0.08 0.20 0.11
Half-heusler 0.05 0.12 0.07
Chalcopyrite 0.16  0.28 0.18

Table 3.4.: Errors of the final training are presented in four ways, i.e, mean absolute error
(MAE), maximum absolute absolute error (MaxAE), root mean square error

(RMSE) and R?
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To make it easier to evaluate the contribution of each feature directly from the model
equation, we rescale the primary features and the property before running the regression.
Accordingly, all the data will be scaled to the range [0, 1]. This transformation is given by

Ti — Tmin
Ti scaled = (3.4)
Tmax — Tmin
where z,,;, and x,,,, are the minimum and the maximum number of each primary
feature/property array.

The Model for the scaled training is given by

Kest = Co + ao(w%max) : (p : Vm) =+ al(wIS‘ma:p) : (p : Va) + GQ(UE) : (:u’ + mavg) (3.5)

where ¢y = 1.57¢—03, ap = —9.35, a1 = 22.26 and as = 4.45. Now the coefficients are
more comparable and we can state that the model depends more on the 2D descriptor
containing wryqz, p and V, than the other two. All the three parameters are physically
making sense, since a larger w3 gives rise to higher ©p and thus higher x, and p and
V, are inversely and positively correlated to « respectively as discussed above. Fitting
errors are listed in Table 3.5.

MAE MaxAE RMSE R?2
0.002 0.01 0.003 0.99

Table 3.5.: Errors of the scaled training. Due to the small range of the data, regression
errors look much better than in Table 3.4 for the original data.

Predicting Property of New Materials

In the next step we will use these models to predict the thermal conductivity of the other
101 materials without measured data, but for which Phono3py data were produced. Two
predictions using models obtained from direct and scaled regressions are performed. For
the scaled one, primary features in the dataset are also scaled to [0, 1] based on Eq. 3.4
in advance. The estimated results are then be compared to their Phono3py results. The
resulting parity plots for the direct and scaled regressions are shown in Fig. 3.12(a) and
3.12(b), respectively. R? and RMSE are both errors for the log values not the direct ones.
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We can clearly see from these two figures that the descriptor obtained from the direct
regression performs better in predicting thermal conductivity of new materials as most
of the data points stay close to the parity line and the R? is much larger than the scaled
one*. Note that in the case when data are of different scales, the comparison of RMSE is
no longer making sense. For the direct regression, the mean absolute error (MAE) and
maximum absolute error are 0.25 and 0.86. 70 of 101 materials have absolute error below
RMSE (0.30), while 56 below MAE (0.25). The errors are in general normally distributed.

Based on the above results and discussion, we will continue using direct training data and
log kesp as target property in the following regressions.

“The bad prediction of the scaled regression is also attributed to the lack of CVs which is the limitation of
this study.
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3.5.2. Regression including *, o2 and v

In this section we would like to check if the inclusion of ¢* and o, can give a better
interpretation of the thermal conductivity, since in Sec. 3 they have been found as better
descriptors of anharmonicity over ~.

Cross Validations of Models

Similar to the regression with ~, hyperparameters have to be fixed via cross validations.
Previous regressions suggests that max_rung = 2 is already sufficient and will be adapted
here. 50 CVs with leave-10% out fraction are performed for each setting. Cross validation
results for n_residual and desc_dim are shown in Fig. 3.13. Best models with small-
est RMSEs for each n_residual and desc_dim are listed in Table B.2. From the cross
validations we have found the optimized hyperparameter set, which is

max_rung desc dim n_sis select n_residual

2 2 500 500

Table 3.6.: Hyperparameters for the Final Training

Parameters given in Table 3.6 will be taken to the final training where all data are included
in the training set.
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Figure 3.13.: Validation RMSEs of models containing 500 features per dimension. Other
hyperparameters are max_rung = 2 and n_sis_select = 500. The smallest
RMSE (0.201) is found at dimension 2 with n_residual = 500.

Final Training

The resulting model is

In(c?)

\3/ Lavg _prim

where ¢y = —0.8043, ag = —8.478¢—06 and a; = —2.4778. In this model, both v and ¢#
enter the equation and are negatively correlated with k5. We also find that all the 2D
models in Table B.2 (0.10 left out) and this one take the same form with same primary
features included, though the coefficients are different.

Kest =co+ao- ((p-Oq)  Vin-7)) +a1- (3.6)
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Figure 3.14.: Parity plot between experimental and estimated thermal conductivities.
(n_sis=500, n_res=500)

MAE MaxAE RMSE

Overall 0.13 0.49 0.16
Rock salt 0.13 0.31 0.16
Zinc blende 0.13 0.49 0.17
Fluorite 0.11 0.23 0.14
Half-heusler 0.09  0.23 0.12
Chalcopyrite 0.13  0.29 0.15

Table 3.7.: Errors of the final training, i.e, mean absolute error (MAE), maximum absolute
absolute error (MaxAE), root mean square error (RMSE) and R?

Comparing Table 3.7 and Table 3.4, we find that the two models (the direction regression
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in Sec. 3.5.1 and this one) give close regression results, though errors are slightly smaller
in the first model. However, the second model including o* and o2, has the advantage in
describing thermal conductivity of chalcopyrite materials, where both the MAE (0.13) and
the RMSE (0.15) are lower than the first one. Furthermore, the second model looks simpler
with only two dimensions involved, and hence fewer primary features are required.

Predicting Property of New Materials

As a further validation of the model, a total of 90 new materials® are taken to the prediction
for their thermal conductivity. The dataset is composed of 20 rock salt, 6 zinc blende, 19
fluorite, 13 half-heusler and 32 chalcopyrite.

The prediction results are shown in Fig. 3.15. It is not surprising that this model is able to
predict as well as the previous model (with only ) does due to the close training errors of
them. The slightly better R? may be explained by the smaller RMSE in cross validation
step, where the overfitting problem is better removed. For the prediction, Phono3py results
of x are used as property dataset instead of the experiment data that includes the full
anharmonicity (so does o). The lack of full anharmonicity in the Phono3py results may
be one of the causes for the slightly larger RMSE of this model than the previous one. Also,
this model is able to give prediction with greater R? using a smaller dataset than the first
model.

To summarize, both the two models we obtain through SISSO regression have the ability
to accurately describe the thermal conductivity, while the model including ¢ as primary
feature outperforms the one without o for the reason that (1) the equation of the model
takes a simpler form with feature space up to only 2D, (2) the better CV result means less
prediction error, reflected by the larger R? value in predicting new materials and (3) the
inclusion of * makes it better in describing strongly anharmonic materials, as shown in
the case of chalcopyrite.

511 among all the 101 calculated materials do not have ¢* data, thus only 90 are used, which makes the
following discussion not fully convincing. This is also a limitation of this work.
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4. Conclusions

In this thesis, we have focused on the the screening for low-x materials with potential for
applications such as thermoelectrics. To this end, a systematic investigation is performed,
starting from a high-throughput computation for the thermal conductivity including five
classes of materials (rock salt, zinc blende, fluorite, half-heusler and chalcopyrite), followed
by a SISSO regression for discovering descriptors to be used in the prediction of x for
materials without experimental values. The key findings are summarized as follows.

1. 7oy = 6.0 A is able to yield accurate third order force constants (fc3) for fluorite,
half-heusler and chalcopyrite (convergence results see Sec. 3.2). This r.,; is set in
the following high-throughput computation for the above materials. r.,; are not set
in other two classes, rock salt and zinc blende, due to the low symmetry.

2. The high-throughput results are validated by comparing with experimental data.
Good agreement has been reached in general, with R? = 0.91 and RMSE = 0.21
for log-scaled values, though all half-heusler materials are overestimated (Fig. 3.3).
Based on the calculation, 83 out of 152 investigated materials are thermal insulators
with k. < 10W/mK (see Table. A.1 and A.2).

3. A detailed study of AgGaS, as a low-x, strong anharmonic material gives some
insights into the origins of its low thermal conductivity as well as the strong anhar-
monicity. Based on the analysis of the band structure, DOS and mode Griineisen
parameter, the low thermal conductivity may have something to do with the Ag
atom, and all other Ag-based chalcopyrites also show low thermal conductivity
across the chalcopyrite space. This can give us some hints into what is going on
overall. However, More intensive and systematic investigations are needed for a
better understanding of these effects.

4. A comparative study of three possible anharmonic metrics (0, o, and ) reveals
that there is a linear correlation of ¢ and a;;“s (for definitions see Sec. 3) with
thermal conductivity, where ¢* shows larger R? and smaller RMSE. The Griineisen
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parameter, 7, however, is not particularly suited to describe thermal conductivity
(Fig. 3.8) at least on its own.

5. Eventually, two models are obtained via SISSO regressions and cross validations, one
including only ~ for the description of anharmonicity, and the other including both ~
and o*. The second model performs better as the descriptor of thermal conductivity
for the following reasons: (1) the equation (Eq. 3.6) of the model takes a simpler
form with feature space up to only 2D and thus fewer primary features are required,
(2) the better CV result leads to smaller prediction error, reflected by the larger R2
value in predicting new materials and (3) the inclusion of o® makes it better in
describing strongly anharmonic materials, as shown in the case of chalcopyrites.

Due to time and computational limits, only a relative small sets of materials covering only
five materials was explored. Similarly, only a low order description of anharmonicity was
used for calculating «. This approximation is especially problematic for thermal insulators.
In future, it would thus be interesting to study if the promising findings in this thesis hold
up when a larger material space is explored and more accurate predictions for  are used.
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A. Results of High-Throughput Screening
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Material Type Keal (W/mK) Material Type Keal (W/mK)
AgAlS, chalcopyrite 0.661 K50 fluorite 2.325
AgGaSs chalcopyrite 0.794 Nal rock salt 2.370
RbyTe fluorite 0.832 CsCl rock salt 2.566
AgAlSes chalcopyrite 0.995 KsS fluorite 2.758
AglnS, chalcopyrite 0.998 BaO rock salt 2.780
AgGaSes chalcopyrite 1.085 KBr rock salt 2.889
AgInSes chalcopyrite 1.154 RbCl rock salt 2.917
Rb2O fluorite 1.165 RbBr rock salt 2.938
AgAlTes chalcopyrite 1.283 BaCly fluorite 3.060
InLiTes chalcopyrite 1.563 SrCly fluorite 3.100
KyTe fluorite 1.57 AlCuSy fluorite 3.107
AgGaTey  chalcopyrite 1.609 Agl zinc blende 3.462
SnS zinc blende 1.622 AlCuSes chalcopyrite 3.711
RbsS fluorite 1.632 NayTe fluorite 3.735
KsSe fluorite 1.726 CdFsy fluorite 3.818
AlLiTes chalcopyrite 1.746 NaBr rock salt 3.866
Lil rock salt 1.844 NasgSe fluorite 4.073
GaLiTey chalcopyrite 1.877 InLiSes chalcopyrite 4.154
RbI rock salt 1.906 LiGeln half-heusler 4.856
CsF rock salt 2.005 CdAsyGe chalcopyrite 4.951
CsBr rock salt 2.041 CdSnAss chalcopyrite 5.015
KI rock salt 2.143 LiCl rock salt 5.231
AgInTe, chalcopyrite 2.160 CulnS, chalcopyrite 5.345
Csl rock salt 2.176 CdAssSi chalcopyrite 3.449
LiBr rock salt 2.246 CulnSe, chalcopyrite 5.540
CsH rock salt 2.298 MgAsy;Ge  chalcopyrite 5.597

Table A.1.: List 1 of thermal insulators (k. < 10W/mK)
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Material Type Keal (W/mK) ‘ Material Type Keal (W/mK)
CdP,Si chalcopyrite 5.817 CuGaSes chalcopyrite 5.848
CulnTey chalcopyrite 6.152 BaS rock salt 6.179
BaF, fluorite 6.233 CuBSe, chalcopyrite 6.535
LiAsMg half-heusler 6.781 MgSe rock salt 7.017
CuBS, chalcopyrite 7.231 CaTe rock salt 7.268
LisTe fluorite 7.375 MgsGe fluorite 7.388
KH rock salt 7.751 KCl1 rock salt 7.883
AlCuTes chalcopyrite 7.975 CuN,P chalcopyrite 8.011
CdGePy chalcopyrite 8.065 LiAsZn half-heusler 8.097
BaTe rock salt 8.100 SnSe rock salt 8.107
ZnPLi half-heusler 8.219 Cul zinc blende 8.224
NasS fluorite 8.725 Mg, Si fluorite 8.771
MgAsoSi  chalcopyrite 8.880 NayO fluorite 8.911
KF rock salt 9.069 ZnO rock salt 9.202

SrFo fluorite 9.789

Table A.2.: List 2 of thermal insulators (k. < 10W/mK)
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Figure A.1.: Calculated thermal conductivity (141 materials) vs. o of them. Compared to
Fig. 3.8(a) (R? = 0.68 and RMSE = 0.41) the correlation slightly gets worse.
05 IS calculated in the same way that describes the error between true and
harmonic forces, which is what we define as the degree of anharmonicity,
the only difference is that now we are using «.,; calculated from third order
force constants.
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Figure A.2.: Calculated thermal conductivity of all the 152 materials vs. o2, of them. Com-
pared to Fig. 3.8(b) (R? = 0.64 and RMSE = 0.43) the correlation slightly gets
worse. o, is calculated in the same way that describes the error between
true and harmonic forces, which is what we define as the degree of anhar-
monicity, the only difference is that now we are using x.,; calculated from
third order force constants.
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B. Cross Validation Results of SISSO
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Figure B.1.: Three figures correspond to CV results of different n_sis_select as shown in
the subcaptions. For each n_sis_select, three n_residual are used, i.e., 10,
50, 100.
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Validation RMSE of 50 CVs for the regression in Sec. 3.5.1. Other parameters
are: max_rung = 2, desc_dim = 3 and n_sis_select = 500. For 50 cross
validation, regression using 400 residuals yields the smallest RMSE, but the
error bar of it goes to somewhere larger than the average RMSE of 300 and
350 n_residual
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Dimension Models Test RMSE
1 0.3023 + 7.9631 - 1072 - (;—Emaz— . o/m ) 0.0821
Vim _
2 —1.8640 — 7.4638 - # +7.5694-1072 - (\/©, - ¥/V,) 0.0877
3 0.2965 — 1.0857 - 102 - £37evs 0.0513

+3.5644e—09 - ((Mavg * Opoo) * (Va - Opoo))

+1.4598¢—03 « (/Mmin - ——22—)

wm Natoms_prim

Table B.1.: Models with smallest test RMSE of each dimension (n_sis = 500, n_residual =

400)
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Figure B.3.: Cross validations for n_sis_select = 400, 500, 600, with max_rung = 2,

n_residual = 400 and desc_dim = 3 as optimized earlier. Results show
that the one with 500 features selected gives the smallest RMSE.
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Dimension Models Test RMSE
02956 + 0.0807 - /iy - 5-hmaz— 0.1251
2 —0.7913 — 8.5600e—6 - ((p- ) - (Vi - ©4)) — 2.4722 - S»LLL 0.0674
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—~5.18200+02 - "pee/Ve
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wm Natoms_prim

0.2079 + 7.9679—02 - (/M * -2Lmaz—) 0.1508

2 —0.7863 — 2.4636 - ((p - 7)(Vin - ©4)) — 8.4830e—06 - (%) 0.0871
avg_prim

3 —0.3054 4 14.4497 . Maloms_primp 0.0764

ea/na oms_prim /9(1
+1.3506e—02 - ﬁ —3.3912e4+02 - %

4 —0.2919 + 6.3967e—06 - Y2 Ob 0.0667

éa‘o'os
+6.3107 - (| Have — %:»‘v‘) —1.8714 - ©4/Opos

@a natomsﬁprim'Lavngrim

+4.1979e—03 - —2eVe

avg_prim-Oos

0.2996 +- 8.0321e—02 - ¥/m —“Lmaz 0.1839

man Natoms_prim

2 —0.8213 — 24931 - ((p- ) - (Vin - ©4)) — 8.4887e—06 - 22 0.0660

Lavg)pm’m

3 0.9199 + 3.4929e—02 - (| %22 — Maaz|) 0.0769

16305 . “maz-Lavg prim

/MNatoms_prim

4 0.8159 + 5.1109e—05 - a’i\/‘l’f’s 0.0732

+50.9457 - (| 7524 — #gE]) — L7517 L?glm%

Oq .
avg_prim

—5.4608¢—02 - (O poc — Op) - o)

Table B.2.: Models with smallest test RMSE corresponding to the regression in Sec. 3.5.2.
From top to bottom are n_residual = 100, 400and500.
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