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ABSTRACT: The efficiency of dye-sensitized solar cells (DSCs) depends critically
on the electronic structure of the interfaces in the active region. We employ recently
developed dispersion-inclusive density functional theory (DFT) and GW methods to
study the electronic structure of TiO, clusters sensitized with catechol molecules. We
show that the energy level alignment at the dye-TiO, interface is the result of an intricate
interplay of quantum size effects and dynamic screening effects and that it may be
manipulated by nanostructuring and functionalizing the TiO,. We demonstrate that
the energy difference between the catechol LUMO and the TiO, LUMO, which is
associated with the injection loss in DSCs, may be reduced significantly by reducing the
dimensions of nanostructured TiO, and by functionalizing the TiO, with wide-gap
moieties, which contribute additional screening but do not interact strongly with the
frontier orbitals of the TiO, and the dye. Precise control of the electronic structure may
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be achieved via “interface engineering” in functional nanostructures.

SECTION: Molecular Structure, Quantum Chemistry, and General Theory

Nobel laureate Herbert Kroemer coined the phrase “the
interface is the device”." This is certainly true for dye-
sensitized solar cells (DSCs).>~> DSCs are hybrid organic—
inorganic systems. As such, they enjoy the best of both worlds
by combining the high charge carrier mobility and efficient
electrical charge injection of the inorganic component with
the strong light-matter coupling and rich chemical compound
space of the organic component. In DSCs, sunlight is harvested
by (metal-) organic dyes, attached to a nanostructured oxide,
typically TiO,. Charge separation is achieved at the dye—oxide
interface via electron injection from the lowest unoccupied
molecular orbital (LUMO) of the dye into the conduction band
of the oxide. Regeneration occurs via hole transfer from the
highest occupied molecular orbital (HOMO) of the dye to a
hole conductor (often, a redox pair in solution). The energy
differences between the dye LUMO (HOMO) and the oxide
conduction band edge (redox potential) provide the driving
force for injection (regeneration). These unavoidable injection
and regeneration losses reduce the maximal open circuit voltage
of a DSC. Typically, an energy difference of a fraction of an
electron volt at the interface is considered to provide a good
balance between the injection (regeneration) efficiency and the
voltage loss.” Thus, the efficiency of a DSC depends critically
on the electronic structure of the interfaces in its active region.

Owing to quantum effects at the nanoscale, the energy level
alignment at the interface depends strongly on the local
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environment and cannot be derived directly from the positions
of the energy levels of isolated species. First, the gap of a
molecule on a surface narrows with respect to its gas phase gap
because of screening.é_14 Second, the electronic properties of
nanostructured TiO, depend strongly on size and structure.'>™'®
Third, the orientation of dye molecules with respect to the oxide
surface affects the coupling at the interface and may alter the
conditions for charge transfer.'” >* Interfaces in DSCs are
typically disordered, and their measured properties, such as the
open circuit voltage, must be regarded as an average over several
configurations, some of which are better than others. In addition
to harboring some less than optimal conﬁgurations, disorder
may cause losses due to traps and tail states.”® The incomplete
understanding of all the factors affecting the electronic structure
and functionality of these interfaces and the lack of clear design
rules have led to the perception that disorder is essential, rather
than detrimental, to the operation of DSCs because it is on
average better than a less than optimal order.

First-principles quantum mechanical simulations enable a sys-
tematic investigation of nanostructured interfaces to elucidate
the relations between structural configuration and electronic
properties and to derive design rules for more efficient DSCs.
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The present study focuses on how the energy level alignment at
the dye-TiO, interface may be manipulated by nanostructuring
and functionalizing the TiO,. It is demonstrated that the inter-
face level alignment is the result of an intricate interplay of
quantum size effects and dynamic screening effects. The energy
difference between the catechol LUMO and the TiO, LUMO,
which is associated with the injection loss, may be reduced
significantly by reducing the dimensions of nanostructured TiO,
and by functionalizing the TiO, with wide-gap moieties, which
contribute additional screening but do not interact strongly
with the frontier orbitals of the TiO, and the dye. Precise control
of the electronic structure may be achieved via “interface
engineering”.

We examine three of the crystalline nanocluster phases
synthesized by Benedict and Coppens,”* shown in Figure 1.

Figure 1. Ilustrations of the unit cells of the crystalline phases of TiO,
clusters sensitized with catechol from ref 24 and of the reduced
structures without the isopropoxy (IPr) moieties (hydrogen atoms are
not shown for clarity). Tiycat,, Tigcat,, and Tij,cat, comprise TiO,
clusters with 2, 6, and 17 Ti atoms, functionalized with 2, 6, and 4
catechol (cat) molecules, respectively. Ti atoms are colored in cyan, O
atoms in red, C atoms in gray, and H atoms in white.

They comprise TiO, clusters of increasing size, functionalized
with catechol (cat) molecules, and terminated with isopropoxy
(IPr) moieties, such that the Ti atoms are 6-coordinated.
Tiycat,, Tigcats, and Ti,cat, comprise 2, 6, and 17 Ti atoms
and 2, 6, and 4 catechol molecules, respectively. These systems
are useful models for fundamental studies of the dye-TiO,
interface because they have a well-defined structure, charac-
terized by single crystal X-ray diffraction (XRD). In ref 25, the
interface level alignment of Ti,cat, was compared to that of a
system comprising a TiO, cluster of a similar size functionalized
with isonicotinic acid (INA). Here, it is compared to systems
comprising larger TiO, clusters to investigate size effects. The
catechol molecule and the TiO, clusters studied here are
much smaller than the dyes and TiO, particles typically used in
DSCs, which makes them amenable to high accuracy ab initio
simulations.

All calculations were performed with the all-electron numerical
atom-centered orbital (NAO) code, FHI-aims>®~2® using tier 2
basis sets. In ref 25, the internal parameters of the Tiycat, unit
cell (376 atoms) were relaxed using dispersion-inclusive density
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functional theory (DFT) with the Perdew—Burke—Ermzerhof
(PBE)*?° exchange-correlation functional and the Tkatchenko-
Scheffler (TS)*" dispersion method. It was shown that the
atomic positions obtained with PBE+TS overlapped with the
XRD structure almost exactly. Here, owing to the size of the
Tigcats, and Tij,cat, unit cells (408 and 1172 atoms,
respectively) only the hydrogen positions were relaxed because
these are determined less accurately by XRD. For Tij.cat,
hydrogen positions were not reported in ref 24. The structure
of the unit cell with relaxed hydrogen positions is provided in the
Supporting Information. We note that H atoms were added on
four bridging oxygen sites, which otherwise produce gap states.

An accurate description of the fundamental gaps and the level
alignment at interfaces calls for a treatment beyond ground state
DFT. Here, we employ many-body perturbation theory within
the GW approximation.”” % In this approximation, the self-
energy is obtained from the product of the one-particle Green’s
function, G, and the dynamically screened Coulomb interaction,
W. Owing to the computational cost of fully self-consistent
GW calculations, a perturbative approach, known as GyWj, is
typically used. The quasi-particle (QP) excitation energies are
obtained as a first-order correction to the DFT eigenvalues.
G and W are evaluated using the underlying Kohn—Sham (KS)
orbitals. The GyW, scheme has had some notable success in the
description of the electronic structure of orgganic—inorganic
interfaces, including dye—TiO, interfaces." '** In particular,
GW, captures the polarization-induced renormalization of the
molecular energy levels at the interface, a dynamic correlation
effect inherently absent from standard DFT functionals.

To study the catechol-TiO, interface, nonperiodic GyW,
calculations were performed for the reduced model systems,
shown in Figure 1. The IPr moieties were removed, keeping only
the oxygen atoms to maintain the Ti coordination. Dangling
bonds were passivated with hydrogen (following the procedure
of ref 25.). The effect of functionalization with IPr was studied
for Tiycat, and Tigcatg (Tij;cat,, with 269 atoms, was too large
for GyW,, calculations). Owing to the size of some of the systems
studied here, GoW,, calculations were performed with tier 2 basis
sets. It has been demonstrated in ref 35 that, at the tier 2 level,
GoW, spectra are already converged in terms of the ordering and
energy differences of the orbitals. The difference between G,W,
spectra obtained with tier 2 basis sets and the more converged
tier 4 basis sets typically amounts to a rigid shift of the whole
spectrum by about 0.2 eV. A comparison between the tier 2 and
tier 4 basis sets for the spectrum of catechol is provided as
Supporting Information.

The fact that GoW, QP energies are calculated non-self-
consistently gives rise to a strong dependence on the DFT
starting point. This is of particular importance when semilocal
DFT functionals yield a qualitatively incorrect picture.*¢~*?
Self-interaction errors (SIE), the spurious interaction of an
electron with itself,** often render semilocal DFT inadequate as
a starting point for GyW,. SIE may cause qualitative changes in
the ordering of frontier molecular orbitals because the spurious
Coulomb repulsion destabilizes localized orbitals with re-
spect to delocalized orbitals.**™*® This effect of SIE propagates
from the DFT level to the GyW, level. The inclusion of a
fraction of exact exchange (EXX) in hybrid functionals
mitigates SIE and provides a better starting point for GaW,
calculations.>>**3>* = It has been shown that GyW, based on
a good mean-field starting point may outperform GW methods
at a higher level of self-consistency, owing to error cancellation
between the underscreening resulting from neglecting the
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vertex and the overscreening produced by DFT functionals.*®
We note that in some cases, in particular if orbital
rehybridization occurs at the interface, some form of self-
consistency in the wave function may be required.'*'*** For
the systems studied here, no such rehybridization is found, and
the GyW, approximation remains valid.

We employ a recently developed first-principles method for
finding a consistent starting point (CSP) for GoW,.>® This is
achieved by optimizing the fraction of EXX in a global hybrid
functional within the framework of generalized Kohn—Sham
(GKS) theory. Using a hybrid functional starting point, the
GoW, QP energies, ¢ o are given as follows:

g™ = v [n]lg(r)

1

€iGKS + (1 - bHF)(%(”)W;{F -

+ (o (NIE, = vS[n]lp(r))
=9+ (1 - byp)Av,; + Ay

(1)

where ¢,(r) and € are the ith DFT orbital and eigenvalue,
respectively, ¥ is the nonlocal Hartree—Fock (HF) exchange
operator, X is the GyW, correlation self-energy, v<°[n] and
v55[n] are the semilocal exchange and correlation potentials,
respectively, and by is the fraction of EXX. For orbital i, the
difference between the HF and semilocal exchange energy is
denoted as Av,; and the difference between the G,W, and
semilocal correlation energy is denoted as Av,;. If a fraction of
EXX can be found, such that for all orbitals:
(1 = byp)Av,; + Ay, & const )
then the resulting DFT eigenvalue spectrum may be considered
consistent with the GyW, spectrum in the sense that the
relative orbital energies are correct and the QP correction
amounts to a rigid shift of the entire spectrum. This is the
essential feature of the CSP, derived in ref 50. The fraction of
EXX in the CSP is extracted from the slope of a linear fit of
Av,; as a function of Avy; Such plots for the systems studied
here are provided in the Supporting Information. GoW,@CSP
has been shown to yield QP spectra in excellent agreement with
photoemission spectroscopy (PES) experiments for various
organic semiconductors.”® The fractions of EXX in a PBE-based
hybrid CSP for the systems studied here are shown in Table 1.>*

Table 1. Fraction of Exact Exchange in the Consistent
Starting Point (CSP) Used for GyW, Calculations of the
Systems Studied Here

system CSP system CSp
catechol 0.28 Tiy,cat, w/o IPr 0.26
Tiycat, w/o IPr 0.29 Tiycat, 0.20
Tigcatg w/o IPr 0.26 Tigcatg 0.19

Figure 2 shows GyW,@CSP energy level diagrams for
Tiycat,, Tigcaty, and Ti;,cat, without the IPr moieties, as well as
illustrations of the frontier orbitals. The orbitals associated with
the HOMO, HOMO-1, and LUMO of catechol and the
orbitals associated with the TiO, clusters may be identified by
visual inspection. For all three systems, the catechol HOMO
and HOMO-T1 lie in the gap of the TiO, clusters. The catechol
LUMO lies in the empty state manifold of the TiO, clusters
and is strongly hybridized with TiO, states. Such strong
coupling between the dye LUMO and the oxide is considered
favorable for electron injection. Although the three systems
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share some qualitative similarity, they differ in the quanti-
tative details of the energy level alignment at the interface.

Owing to quantum size effects, the fundamental gap of the
TiO, clusters (denoted by red arrows) narrows with increasing
cluster size from 9.2 eV for the smallest cluster with 2 Ti atoms
to 6.4 eV for the largest cluster with 17 Ti atoms. This is still
significantly larger than the reported bulk GW gaps of 3.38—
3.78 eV for rutile'™*™>* and 3.79—3.83 eV for anatase®>>*
TiO,.>® This demonstrates that the band edges of TiO, may
be tuned within a range of several eV by nanostructuring. At the
same time, the screening produced by the TiO, clusters also
increases with size. This enhances the polarization induced gap
narrowing effect, such that the gap of the catechol molecule
(denoted by light blue arrows) narrows from 9.4 eV in the gas
phase to 8.4 eV when attached to the smallest TiO, cluster and
to 7.4 eV when attached to the largest TiO, cluster.

The combination of quantum size effects and polarization
induced gap narrowing leads to simultaneous reduction of the
gaps of the TiO, clusters and of the catechol molecules attached
to them. The gap of the TiO, clusters narrows faster with
system size than the gap of catechol. In addition, rather than
affecting both sides of the gap equally, screening affects the
position of the catechol HOMO more strongly, while quantum
confinement affects the position of the TiO, LUMO more
strongly. As a result, the energy level alignment at the interface
changes in an unintuitive way. The energy difference between
the highest state associated with the catechol HOMO and the
TiO, cluster HOMO (denoted by pink arrows) decreases from
2.8 eV for the smallest system to 2.2 eV for the largest system.
More important is the change in the energy difference between
the lowest state associated with the catechol LUMO and the
TiO, cluster LUMO (denoted by light green arrows), which
grows from 2.0 eV for the smallest system to 3.1 eV
for the largest system. This demonstrates that the injection
loss may be reduced significantly by reducing the dimensions of
nanostructured TiO,,.

Figure 3 shows GoW,@CSP energy level diagrams for Ti,cat,
and Tigcat, (with the IPr moieties) and illustrations of the
frontier orbitals. As reported in ref 25 for similar systems, the
IPr moieties do not change the qualitative picture of the
alignment between the frontier orbitals of catechol and those of
the TiO, clusters. The HOMO of IPr hybridizes with the
HOMO-2 of catechol and some valence states of the TiO,
clusters. The main effect of the IPr moieties is to contribute
additional screening. This leads to narrowing of the TiO, and
catechol gaps and to a decrease in the energy differences
between the highest orbital associated with the catechol
HOMO and the TiO, HOMO and between the lowest orbital
associated with the catechol LUMO and the TiO, LUMO. The
latter demonstrates that functionalizing the TiO, may alter the
level alignment at the interface to reduce the injection loss
(capping moieties may offer the additional benefit of eliminating
surface states that cause losses).

The crystalline environment is expected to enhance the
screening and further reduce the gaps of the dye-sensitized TiO,
clusters. To estimate the magnitude of this effect we use an
electrostatic model for the polarization energy. P is the stabili-
zation energy of an ionized molecule due to screening by the
surrounding molecules in a solid.>”>® The gap narrows by 2P
because the ionization potential is decreased by P while the
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Figure 2. Size effects in the interface level alignment between catechol and increasingly large TiO, clusters. Red arrows indicate the cluster gap, light
blue arrows indicate the catechol gap, pink arrows indicate the alignment between the catechol HOMO and the cluster’s valence states, and light
green arrows indicate the alignment between the catechol LUMO and the cluster’s unoccupied states. All numbers are in eV. Illustrations of the

frontier orbitals are also shown.
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Figure 3. Interface-level alignment of Tijcat, and Ti4cats. Red arrows
indicate the cluster gap, light blue arrows indicate the catechol gap,
pink arrows indicate the alignment between the catechol HOMO and
the cluster’s valence states, light green arrows indicate the alignment
between the catechol LUMO and the cluster’s unoccupied states,
brown dashed lines indicate the narrowing of the gap due to
polarization, and brown arrows indicate the gap of the crystalline
phases of Tiycat, and Tigcat,, estimated from the polarization model.
All numbers are in eV. Illustrations of the frontier orbitals are also
shown.

electron affinity is increased by P. P is given in atomic units by

€ — 1

sfs -
2Re

P=- 3)

where e is the electron charge, ¢ is the dielectric constant,
and R is the effective volume per molecule in the unit cell,
given by

1/3
R= (ﬂ)
47N 4)
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where V is the unit cell volume and N is the number of
molecules in the cell. The dielectric constant is obtained from
the Clausius—Mossotti relation:

6‘—1_4_77
e+2 3V (3)

where a is the static polarizability. An accurate description of
the polarizability, taking into account long-range screenin:
effects, is provided within the many-body dispersion (MBD)>
method by solving the Dyson-like self-consistent screening
(SCS) equation from classical electrodynamics:

a*S(x; iw) = a™(x; iw) + aT(x; iw)
x f A& T(x — )a"S(x; io) ©

This equation relates the TS unscreened polarizability of an
atom in a molecule,*’ @', to the fully screened polarizability,
a*S, through the dipole—dipole interaction tensor, T. A detailed
description of the method is provided in refs 59 and 60. This
method has been shown to yield accurate dielectric constants
for molecular crystals of polyacenes.”” For pentacene, applying
the polarization model to the GW,@CSP gas phase gap
resulted in excellent agreement with periodic GyW,, calculations
and experimental values for the fundamental gap of the crystal.

The computed dielectric constants and polarization induced
gap narrowing of Tiycat, and Tigcatgs are given in Table 2.

Table 2. Computed Dielectric Constants and Polarization
Induced Gap Narrowing for the Systems Studied Here

system 3 2P (eV)
Tiycat, 372 178
Tigcatg 4.08 1.38

The estimated gaps of the crystalline Tiycat, and Tigcat,
obtained from the polarization model, are shown in brown in
Figure 3. Applying the polarization model to both systems
results in identical gaps of 4.3 eV. This suggests that the
screening in the crystalline phase may mask the size effects in
this case. We note that the model systems studied here are
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smaller than the dyes and TiO, particles used in actual DSCs
and consequently their gaps are larger.

The optical gaps are expected to be smaller than the funda-
mental gaps computed here, owing to the exciton binding
energy. In addition, an injection mechanism involving a direct
charge transfer from the catechol HOMO to the conduction
band of TiO, has been suggested.m_68 These phenomena,
associated with neutral excitations, may be treated by solving
the Bethe-Salpeter equation on top of GW (GW/BSE), which
is outside the scope of the present work. The accurate descrip-
tion of the interface level alignment achieved here may provide
the foundation for subsequent treatment of optical excitations
and injection dynamics.

To summarize, we employed recently developed dispersion-
inclusive DFT and GW methods to study the electronic
structure of dye-sensitized TiO, clusters. We demonstrated that
the interface level alignment changes in an unintuitive way,
owing to an intricate interplay of quantum size effects and
dynamic screening effects. The energy difference between the
catechol LUMO and the TiO, LUMO, which is associated with
the injection loss in DSCs, may be reduced significantly by
reducing the dimensions of nanostructured TiO, and by func-
tionalizing the TiO, with wide-gap moieties, which contribute
additional screening but do not interact strongly with the
frontier orbitals of the TiO, and the dye. We expect our conclu-
sions regarding the manifestation of size effects in the interface
level alignment to be relevant to other hybrid organic—inorganic
functional nanostructures. We suggest that precise control of
the electronic structure of such materials may be achieved via
“interface engineering”.
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Crystal structure of Ti,,cat, with hydrogen positions, including
passivation of bridging oxygen sites; detailed Av,; vs Av,; plots
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