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We use computational screening to systematically investigate the use of transition-metal-doped carbon
nanotubes for chemical-gas sensing. For a set of relevant target molecules �CO, NH3, and H2S� and the main
components of air �N2, O2, and H2O�, we calculate the binding energy and change in conductance upon
adsorption on a metal atom occupying a vacancy of a �6,6� carbon nanotube. Based on these descriptors, we
identify the most promising dopant candidates for detection of a given target molecule. From the fractional
coverage of the metal sites in thermal equilibrium with air, we estimate the change in the nanotube resistance
per doping site as a function of the target molecule concentration assuming charge transport in the diffusive
regime. Our analysis points to Ni-doped nanotubes as candidates for CO sensors working under typical
atmospheric conditions.
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I. INTRODUCTION

The ability to detect small concentrations of specific
chemical species is fundamental for a variety of industrial
and scientific processes as well as for medical applications
and environmental monitoring.1 In general, nanostructured
materials should be well suited for sensor applications be-
cause of their large surface to volume ratio which makes
them sensitive to molecular adsorption. Specifically, carbon
nanotubes �CNTs� �Ref. 2� have been shown to work remark-
ably well as detectors of small gas molecules. This has been
demonstrated both for individual CNTs �Refs. 3–8� as well
as for CNT networks.9,10

Pristine CNTs are known to be chemically inert—a prop-
erty closely related to their high stability. As a consequence,
only radicals bind strong enough to the CNT to notably af-
fect its electrical properties.2,5,11–13 To make CNTs attractive
for sensor applications thus requires some kind of function-
alization, e.g., through doping or decoration of the CNT
sidewall.13–21 Ideally, this type of functionalization could be
used to control not only the reactivity of the CNT but also
the selectivity toward specific chemical species.

In this work we consider the possibility of using CNTs
doped by 3d transition-metal �TM� atoms for chemical-gas
sensing. We use computational screening to systematically
identify the most promising dopant candidates for detection
of three different target molecules �CO, NH3, and H2S� under
typical atmospheric conditions. The screening procedure is
based on the calculation of two microscopic descriptors: the
binding energy and scattering resistance of the molecules
when adsorbed on a doped CNT. These two quantities give a
good indication of the gas coverage and impact on the resis-
tance. For the most promising candidates we then employ a
simple thermodynamic model of the CNT sensor. In this
model, the binding energies are used to obtain the fractional
coverage of the metallic sites as a function of the target mol-

ecule concentration under ambient conditions. Under the as-
sumption of transport in the diffusive rather than localization
regime, the change in CNT resistivity may then be obtained
from the calculated coverages and single impurity conduc-
tances.

Over the last few years a large number of theoretical stud-
ies on CNTs and graphene doped with transition metals have
been published.14–21 Recent x-ray absorption near edge struc-
ture experiments have demonstrated that Ni atoms can be
present in defects of CNTs and graphene although it was not
possible to identify the detailed atomic structure of the
defects.22 It was also found that the Ni atoms were very
difficult to remove from the CNT indicating a high stability
of the Ni-doped defects. These experimental findings show
that doping of CNTs by TM atoms is indeed possible al-
though the doping process is difficult to control. By contrast,
it has been shown that CNT vacancies, which are needed for
the metallic doping, may be formed in a controlled way by
irradiation by Ar ions.23

The paper is organized as follows. In Sec. II the theoret-
ical model used in this work is discussed in detail. The com-
putational methods are briefly described in Sec. III while the
main results are discussed in Sec. IV Some final remarks are
given in Sec. V In Appendix we provide a detailed compari-
son of the vacancy formation energies and computed struc-
tures with previous works.

II. THEORETICAL MODEL

In order to find the best TM-doped CNT candidates to
detect the target molecules we have followed a three-steps
strategy: �i� first, we have obtained the structures of the ac-
tive sites, namely, the arrangement of the TM atoms in the
vacancies of the CNT. �ii� Second, we have calculated the
adsorption energies of the different molecules on the active
sites. Based on these adsorption energies, we model the cov-
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erage of the active sites at thermodynamic equilibrium as a
function of target molecule’s concentration in air. �iii� Fi-
nally, we have calculated the changes in the electrical resis-
tance of the CNT when a molecule is adsorbed at the active
site. Combining these changes in resistance with the model
coverage, we show how the resistance per active site changes
with the target molecule concentration under standard atmo-
spheric conditions. These three steps are explained in detail
in this section.

A. Structures

As mentioned in the introduction, pristine CNTs are very
inert and thus the adsorption of TMs on their surface would
be too weak to create a stable device. In contrast the adsorp-
tion of TMs in the defects of a CNT should lead to stronger
bonds that would ensure the stability of the system. In this
work we have considered the adsorption of TMs in three
kinds of �6,6� armchair CNT defects, namely, monovacancies
and the two types of divacancies �see Fig. 1�. The formation
energy for creating a vacancy �VC� occupied by a transition-
metal atom �M� was calculated using the relation

Eform�M@VC� = E�M@VC� − �E�VC� + ��M�� , �1�

where E�VC� is the total energy of the nanotube with a va-
cancy, E�M@MV� is the total energy of a M occupying a
vacancy in the CNT, and ��M� is the chemical potential of
the metal atom. For the latter we have used the experimental
bulk cohesive energy of the metal �enthalpy of
atomization�,24 which is very close to the calculated one with
density-functional theory �DFT� generalized gradient ap-
proximation exchange and correlation �xc� functionals.25 The
energy required to form an empty vacancy is obtained from

Eform�VC� = E�VC� − nE�C� − E�NT� , �2�

where n is the number of carbon atoms removed to form the
vacancy and E�C� is the energy per carbon atom in a pristine
nanotube. The adsorption energy of a molecule X is defined
by

Eads�X @ M @ VC� = E�X @ M @ VC�

− E�M @ VC� − E�X� , �3�

where E�X@M@VC� is the total energy of molecule X on a
transition metal atom occupying a vacancy and E�X� is the
gas phase energy of the molecule.

B. Coverages

In thermodynamic equilibrium,26 the coverage of the
active sites follows from

��X� =
K�X�C�X�

1 + �Y
K�Y�C�Y�

, �4�

where K=k+ /k− is the ratio of forward and backward rate
constants for the adsorption reaction

K�X� = exp�−
Eads + TS�X�

kBT
� . �5�

In these expressions C�X� is the concentration of species X,
S�X� is its gas phase entropy, and T is the temperature. Ex-
perimental values for the gas phase entropies have been
taken from Ref. 27.

C. Resistances

To estimate the effect of adsorbates on the electrical con-
ductance of doped CNTs, we first consider the change in
conductance when a single molecule is adsorbed on a metal
site of an otherwise pristine CNT. For the spin-polarized
cases, we use the spin-averaged conductances, i.e.,
G= �G↑+G↓� /2. Next, we estimate the resistance of a CNT
containing several impurities �a specific metal dopant with
different molecular adsorbates�. Under the assumption that
the electron phase coherence length, l�, is smaller than the
average distance between the dopants, d, we may neglect
quantum interference and obtain the total resistance by add-
ing the scattering resistances due to each impurity separately.
The scattering resistance due to a single impurity is given by

RS�X� =
1

G�X�
−

1

2G0
, �6�

where G�X� is the Landauer conductance of the pristine CNT
with a single metal dopant occupied by molecule X, 1

2G0
is

the contact resistance of a �6,6� CNT, and G0=2e2 /h is the
quantum of conductance.

We may now obtain the total resistance per dopant site
relative to the reference background signal as a function of
the target molecule concentration

�R

N
� �

X

RS�X����X,C� − ��X,C0�� , �7�

where N is the number of dopants, ��X ,C� is the fractional
coverage of species X at concentration C of the target, and
C0 is the reference concentration. Notice that the contact
resistance drops out as we evaluate a change in resistance.

FIG. 1. �Color online� Calculated geometry reconstructions for
the �a� monovacancy, �b� the divacancy I, and �c� the divacancy II
in a �6,6� carbon nanotube. Atoms on the far side of the nanotube
are not shown for clarity. The atoms involved in the reconstructed
bonds are shown in red.
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As mentioned, the series coupling of individual scatterers
should be valid when l��d. However, even for l��d and
assuming that the Anderson localization length, lloc in the
system exceeds l�, Eq. �7� remains valid if one replaces the
actual resistance R by the sample averaged resistance, 	R
.28

At room temperature under ambient conditions, interactions
with external degrees of freedom such as internal CNT
phonons and vibrational modes of the adsorbed molecules
would rapidly randomize the phase of the electrons. There-
fore Eq. �7� should certainly be valid in the limit of low
doping concentrations. On the other hand, the total number
of dopants, N, should be large enough for the statistical treat-
ment of the coverage to hold. Finally, we stress that Eq. �7�
represents a conservative estimate of the change in resis-
tance. In fact, in the regime where l�� lloc, i.e., in the Ander-
son localization regime, the resistance would be highly sen-
sitive to changes in the fractional coverage of active sites.
Calculation of the actual resistance of the CNT in this regime
would, however, involve a full transport calculation in the
presence of all N impurities. At this point it suffices to see
that the conservative estimates obtained from Eq. �7� predict
measurable signals in response to small changes in concen-
tration of the target molecules.

III. COMPUTATIONAL DETAILS

Metallic doping of a �6,6� CNT has been modeled in a
supercell containing six repeated minimal unit cells along the
CNT axis �dimensions: 15 Å�15 Å�14.622 Å. Number
of carbon atoms: 144.�. Thus the impurity concentration has
been always smaller than 1%, approaching the single impu-
rity limit. For this size of supercell a 	-point sampling of the
Brillouin zone was found to be sufficient. All total energy
calculations and structure optimizations have been per-
formed with the real-space DFT code GPAW �Refs. 29 and
30� which is based on the projector augmented wave method.
Spin polarization has been taken into account in all calcula-
tions. We have only used a smearing of the electronic levels
for those systems in which we found convergence problems
�in any case the smearing was always lower than 0.1 eV�. We
use a grid spacing of 0.2 Å for representing the density and
wave functions and the Perdew-Burke-Ernzerhof �PBE� xc
functional.31 Transport calculations for the optimized struc-
tures have been performed using the nonequilibrium Green’s
function method32 with an electronic Hamiltonian obtained
from the SIESTA code33 in a double zeta polarized basis set.
In all SIESTA calculations no smearing of the electronic levels
was used.

IV. RESULTS AND DISCUSSION

A. Formation of vacancies and occupation by
transition metals

The first step in order to get the different adsorption en-
ergies of the TM ions in the vacancies of CNTs consists of
calculating the formation energies of the vacancies. When
carbon atoms are removed from a CNT an important recon-
struction takes place at that site. In our calculations these
reconstructions have been taken into account, by allowing

the relaxation of all the carbon atoms in the unit cell. More-
over, we have checked that the relaxation of the unit-cell
parameters does not influence either the reconstruction ge-
ometry or the adsorption energies. Therefore, in all the re-
sults reported in the present work, the dimensions of the unit
cell have been kept fixed.

In the case of monovacancies a nonagon-pentagon struc-
ture tilted with respect to the main axis of the CNT was
found to be the most stable one �see Fig. 1�a��, in good
agreement with previous DFT calculations by Berber and
Oshiyama.34 One of the atoms in this site becomes twofold
coordinated while the other ones remain threefold
coordinated.

In the case of divacancies �both divacancies I and II�, a
structure composed of two pentagons and one octagon is
preferred with all the atoms threefold coordinated. The re-
constructed bonds �see Figs. 1�b� and 1�c�� are longer in the
divacancy II �DV II� than in the divacancy I �DV I� by
0.16 Å. This leads to a greater stability in DV I than in DV
II by 2.2 eV �see the horizontal lines in Fig. 2 and Table I in
Appendix�. These results are again in agreement with
previous studies,35,36 as discussed in Appendix.

In Fig. 2 we show the calculated binding energies
�namely, the formation energies from Eq. �1� with the oppo-
site sign�, for the different TMs in the vacancies. Thus a
positive value indicates that the insertion of M from the
metal bulk into an existing vacancy of the CNT is an exo-
thermic process. When a transition-metal atom occupies a
vacancy, the strongest bonding to the C atoms is through its
d orbitals. For this reason, Cu and Zn, which both have filled
d bands, are rather unstable in the CNT. For the remaining
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FIG. 2. �Color online� Structural schematics and binding ener-
gies �namely, formation energies with the opposite sign� for a 3d
transition metal occupied monovacancy �blue�, divacancy I �green�,
or divacancy II �red� in a �6,6� carbon nanotube. Binding energies
of a carbon atom �two in the case of divacancies� in the empty
vacancies are indicated by lines with the same color code.
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metals, adsorption in the vacancies is an exothermic process,
leading to quite stable structures. Moreover, for Cr, Mn, Fe,
and Co the whole process of creating a vacancy and occupy-
ing it by a metal atom taken from bulk can be exothermic.
This is the case when the bars in Fig. 2 are above the hori-
zontal lines for the binding energies of C in the vacancies.
Overall, our results are in good agreement with previous cal-
culations by Krasheninnikov et al.21 for metal atoms in
graphene, as discussed in Appendix.

B. Molecules adsorbed on top of transition metals in vacancies

We found that the six molecules considered in the present
work are always adsorbed on top of the TM atom. The ad-
sorption does not produce significant changes on the struc-
tures described in Appendix, except for the adsorption of the
H2S molecule in the divacancy I with Cr, in which the H2S
molecule is dissociated. However, in some cases, the elec-
tronic structure of the TM changes significantly, even pro-
ducing changes in the total magnetic moment of the system
�as shown in Appendix�. This fact leads, as we will show in
the next section, to changes in the conductance of the
systems.

From the adsorption energies plotted in Fig. 3, we may
estimate the fractional coverages for each available adsorbate
for a given type of doping in a given background. We find
that the earlier transition metals tend to bind the adsorbates
stronger than the late transition metals. The latest metals in
the series �Cu and Zn� bind adsorbates rather weakly in the
divacancy structures. We also note that O2 binds significantly
stronger than any of the three target molecules on Ti, V, Cr,
and Mn �except for Cr in divacancy I where H2S is found to
dissociate�. Active sites containing these metals are therefore
expected to be completely passivated if oxygen is present in
the background. Further, we find H2O is rather weakly bound

to most of the active sites. This ensures that these types of
sensors are robust against changes in humidity.

From Fig. 3 CO detection on Ni-doped CNTs seems to be
the most promising candidate. Other potential systems for
CO detection are the Fe- and Co-doped vacancies. Cu-doped
CNTs could be used for NH3 detection although it is rather
unstable on CNT vacancies. H2S is probably not detectable
with any of the dopants since it binds very weakly on all
metals. Figure 4 shows the fractional coverage of a Ni atom
occupying a monovacancy, divacancy I, and divacancy II,
versus CO concentration in a background of air at room tem-
perature and 1 bar of pressure. Due to the relatively small
binding energy of N2 and H2O as compared to O2 and CO,
all Ni sites will be either empty or occupied by O2 or CO. In
particular, Ni in a monovacancy �see Fig. 4�a�� will be com-
pletely oxidized for all relevant CO concentrations. For the
Ni-occupied divacancy II structures we find the coverage of
CO changes significantly around toxic concentrations
��50 ppm�.

C. Changes in the resistance after target molecules adsorption

In Fig. 5 we show the calculated change in conductance
relative to the metal site with no adsorbate. In contrast to the
binding energies, there are no clear trends in the conduc-
tances. The sensitivity of the conductance is perhaps most
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FIG. 3. �Color online� Adsorption energy, Eads, in eV for N2, O2,
H2O, CO, NH3, and H2S on 3d transition metals occupying a
Monovacancy �top�, Divacancy I �middle�, and Divacancy II �bot-
tom� in a �6,6� carbon nanotube.

FIG. 4. �Color online� Fractional coverage, � in thermal equi-
librium of Ni in a �a� monovacancy, �b� divacancy I, and �c� diva-
cancy II, per dopant site as a function of CO concentration in a
background of air at room temperature and 1 bar of pressure. C0

=0.1 ppm.
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clearly demonstrated by the absence of correlation between
different types of vacancies, i.e., between the three panels in
Fig. 5. Close to the Fermi level, the conductance of a perfect
armchair CNT equals 2G0. The presence of the metal dopant
leads to several dips in the transmission function known as
Fano antiresonances.20 The position and shape of these dips
depend on the d levels of the transition-metal atom, the char-
acter of its bonding to the CNT, and is further affected by the
presence of the adsorbate molecule. The coupling of all these
factors is very complex and makes it difficult to estimate or
rationalize the value of the conductance.

In Sec. IV B we argued that Ni is the most promising
dopant candidate for the detection of CO and, as mentioned
in the introduction, Ni atoms have been already observed as
substitutional impurities in CNTs. In Fig. 6 we show the
change in resistance calculated from Eq. �7� as a function of
CO concentration for Ni occupying the three types of vacan-
cies. The background reference concentration of CO is taken
to be C0=0.1 ppm. For the monovacancy there is very little
change in resistivity. This is because most active sites are
blocked by O2 at relevant CO concentrations, as can be seen
from Fig. 4�a�. For Ni in the divacancies there is, however, a
change in resistance on the order of 1 
 per site. For con-
centrations above �1 ppm, the CO coverage of Ni in the
divacancy II increases dramatically and this leads to a sig-
nificant increase in resistance.

V. CONCLUSIONS

In summary, we have presented a general model of nano-
structured chemical sensors which takes the adsorption ener-
gies of the relevant chemical species and their individual
scattering resistances as the only input. For metal-doped
CNTs we find that oxidation of the active metal site passi-

vates the sensor in the case of doping by Ti, V, Cr, and Mn
under standard conditions �room temperature and 1 bar of
pressure�. Among the remaining metals, we identify Ni,
which has been observed experimentally as a substitutional
atomic impurity in CNTs and graphene,22 as the most prom-
ising candidate for CO detection. For this system the change
in resistance per active site is generally significant ��1 
�
for small changes in CO concentration in the relevant range
of around 0.1–10 ppm. Our approach is quite general and is
directly applicable to other nanostructures than CNTs, other
functionalizations than metal doping, and other backgrounds
than atmospheric air.
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APPENDIX

1. Vacancy formation energies

In Table I our results are compared with the ones from
Berber and Oshiyama.34,35 Berber and Oshiyama used the
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FIG. 5. �Color online� Calculated change in conductance �G, in
units of G0=2e2 /h, for N2, O2, H2O, CO, NH3, and H2S on 3d
transition metals occupying a monovacancy �top�, divacancy I
�middle�, and divacancy II �bottom� in a �6,6� carbon nanotube.
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same expression for the formation energies as we did. They
used the local-density approximation �LDA� approximation37

and a double-� polarized basis set within the SIESTA code.33

The trends in the calculated formation energies are in good
agreement. The discrepancies are due to two factors: �i� our
calculations are based on a real-space code while Berber and
Oshiyama used a local basis set approximation. �ii� We use
the PBE xc functional31 rather than the LDA which is known
to overestimate formation energies.38

2. Structure of transition-metal-doped vacancies

When a TM atom is adsorbed in a monovacancy of a �6,6�
CNT it may be considered as a substitutional impurity, in the
sense that the TM atom replaces a C atom and does not
produce drastic changes in the CNT structure. All the metal
atoms considered in this work form covalent bonds with
three carbons �the same three carbons that were bonded to
the substituted carbon�. Upon adsorption the pentagon struc-
ture formed in the reconstruction of the monovacancy disap-
pears. As the TM atomic radii are larger than that of the
carbon atom, the metal atoms displace outward from the
CNT surface. The TM-C bond length decreases from Ti to Fe
as the atom size decreases �see Table II� then it increases as
the bonding becomes weaker for the more noble metals.

Our structures and bond distances �Table II� are very close
to those reported by Krasheninnikov et al.21 for the same
TMs in graphene. Krasheninnikov et al. performed DFT cal-
culations, using the PBE exchange-correlation functional31

and a plane-wave code.
In graphene, the three C atoms next to the TM are equiva-

lent. However, due to curvature effects in the �6,6� CNT two
of the TM-C bonds are shorter than the remaining one, see
Figs. 7�b� and 7�g�. For most of the TM atoms the difference
between the short and long bonds is in the range
0.04–0.06 Å.

For the case of the divacancies in a �6,6� CNT the TM
atoms form a “cross configuration” and are bonded to four
carbon atoms. As it happened for the monovacancies, the
pentagon-octagon-pentagon reconstruction disappears, see
Figs. 7�c�–7�f�. The obtained structures and bond distances
are again very similar to those found by Krasheninnikov et
al.21 in graphene, except for the V atom. Krasheninnikov et
al.21 found that V prefers to bind to only two carbon atoms in

a graphene divacancy. In contrast, we found that the V atom
also forms a cross configuration in the divacancies of a �6,6�
CNT, as do the rest of the TM atoms considered in this work.
Since there is more available space in the divacancies than in
the monovacancy, the TM-C distance is larger in the former
than in the latter. For the same reason the TM atoms are
closer to the CNT surface in the divacancies than in the
monovacancies. The TM-C bond length follows a similar
trend along the Ti-Zn series in divacancies as found for the
monovacancies. There are only two differences: �i� the
shorter TM-C distance in the monovacancy series is for Fe
whereas it is for Ni in the divacancies. �ii� Fe, Co, and Ni are

TABLE I. Calculated formation energies and reconstructed bond
lengths of the different vacancies in a �6,6� carbon nanotube. The
results from Berber and Oshiyama can be found in Ref. 34 for the
monovacancy and in the Ref. 35 for both divacancies.

Formation
Energies

�eV�

Reconstructed
bond lengths

�Å�

This work Berber et al. This work Berber et al.

Monovacancy 5.4 �5.5 1.55

Divacancy I 3.3 �4 1.49 1.48

Divacancy II 5.5 �7 1.65 1.60
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FIG. 7. �Color online� ��a�–�f�� Structures of a �6,6� CNT with a
transition-metal atom �pink atom� adsorbed in a monovacancy and
in the two divacancies considered in this work. Monovacancy is
showed in �a� �side view� and �b� �top view�. Divacancy I is showed
in �c� �side view� and �d� �top view�. Divacancy II is showed in �e�
�side view� and �f� �top view�. In all the figures the carbon atoms
bonded to the TM are highlighted in red �longer bonds� and blue
�shorter bonds�. �g� Difference in bond length between the two in-
equivalent TM-C bonds formed around the TM-doped monovacan-
cies �blue circles�, divacancies I �green squares�, and divacancies II
�red triangles�.
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TABLE II. Comparison between the calculated average transition metal-carbon bond lengths in the different vacancies in a �6,6� carbon
nanotube �D� and the total magnetic moment of the unit cells �M� from this work and the calculated ones by Krasheninnikov et al. �Ref. 21�
in graphene. Notice that in graphene there is only one type of divacancy. Distances and magnetic moments are given in Å and �B,
respectively.

Monovacancy Divacancy

This work Krasheninnikov et al. �Ref. 21� This work DV I This work DV II Krasheninnikov et al. �Ref. 21�

D M D M D M D M D M

Ti 1.95 0.0 1.95 0.0 2.10 0.0 2.05 0.0 2.07 0.0

V 1.92 1.0 1.88 1.0 2.07 1.0 2.00 1.0 2.14 3.0

Cr 1.89 2.0 1.86 2.0 2.02 2.0 1.97 2.0 2.02 2.0

Mn 1.85 3.0 1.83 2.7 2.01 3.0 1.96 3.0 1.99 3.0

Fe 1.79 2.0 1.76 0.0 1.96 4.0 1.90 4.0 1.96 3.3

Co 1.79 1.0 1.77 1.0 1.92 1.0 1.89 1.0 1.94 1.3

Ni 1.82 0.0 1.78 0.0 1.89 0.0 1.85 0.0 1.89 0.0

Cu 1.86 1.0 1.87 1.4 1.93 1.0 1.87 1.0 1.91 0.0

Zn 1.92 0.0 1.88 0.0 1.97 0.0 1.90 0.0 1.94 0.0

TABLE III. Calculated distances between the transition-metal atom and the closest N atom of the N2 molecule, TM-N2, and calculated
average distances between the transition-metal atom and the closest C atoms of the CNT �see Fig. 7�, TM-C. The total magnetic moment of
the system is also shown. Distances and magnetic moments are given in Å and �B units, respectively.

Monovacancy Divacancy I Divacancy II

TM-N2 TM-C Spin TM-N2 TM-C Spin TM-N2 TM-C Spin

Ti 2.20 1.97 2.0 2.21 2.09 0.0 2.15 1.61 0.0

V 2.10 1.93 1.0 2.07 1.77 1.0 2.08 1.73 1.0

Cr 2.07 1.90 2.0 1.99 1.99 2.0 2.02 2.00 2.0

Mn 1.98 1.85 3.0 2.01 2.21 3.0 2.00 2.30 3.0

Fe 1.90 1.82 2.3 1.90 1.99 2.0 1.86 1.94 2.0

Co 1.89 1.82 1.0 1.80 1.63 1.0 1.87 1.58 1.1

Ni 1.89 1.85 0.0 1.90 1.41 0.0 1.94 1.31 2.0

Cu 1.95 1.92 1.0 3.07 1.98 1.0 2.81 2.22 1.0

Zn 2.00 1.95 0.0 3.05 1.75 0.0 2.77 1.89 0.0

TABLE IV. Calculated distances between the transition-metal atom and the closest O atom of the O2 molecule, TM-O2, and calculated
average distances between the transition-metal atom and the closest C atoms of the CNT �see Fig. 7�, TM-C. The total magnetic moment of
the system is also shown. Distances and magnetic moments are given in Å and �B units, respectively.

Monovacancy Divacancy I Divacancy II

TM-O2 TM-C Spin TM-O2 TM-C Spin TM-O2 TM-C Spin

Ti 1.87 2.08 0.0 1.93 2.16 0.0 1.97 2.12 2.0

V 1.88 1.97 1.0 1.87 2.09 1.0 1.89 2.05 1.0

Cr 1.84 1.91 1.1 1.84 2.03 0.8 1.87 1.99 0.0

Mn 1.84 1.89 1.9 1.84 2.00 1.1 1.87 1.97 2.3

Fe 1.86 1.85 2.0 1.87 2.01 2.0 1.74 1.93 2.0

Co 1.88 1.83 1.0 1.89 1.95 0.4 1.95 1.92 0.9

Ni 1.86 1.86 1.2 1.94 1.94 0.7 2.02 1.93 0.9

Cu 1.82 1.94 1.0 2.82 1.93 1.0 3.45 1.87 3.0

Zn 1.97 1.98 0.0 2.45 1.98 0.0 2.63 1.91 0.0
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TABLE V. Calculated distances between the transition-metal atom and the O atom of the H2O molecule, TM-H2O, and calculated
average distances between the transition-metal atom and the closest C atoms of the CNT �see Fig. 7�, TM-C. The total magnetic moment of
the system is also shown. Distances and magnetic moments are given in Å and �B units, respectively.

Monovacancy Divacancy I Divacancy II

TM-H2O TM-C Spin TM-H2O TM-C Spin TM-H2O TM-C Spin

Ti 2.24 1.97 0.6 2.16 2.11 0.0 2.19 2.06 0.0

V 2.18 1.93 1.0 2.13 2.07 1.0 2.13 2.00 1.0

Cr 2.13 1.89 2.0 2.11 2.02 2.0 2.15 1.97 2.0

Mn 2.09 1.84 3.0 2.24 2.02 3.0 2.19 1.96 3.0

Fe 2.07 1.80 2.0 2.20 1.98 4.0 2.16 1.93 4.0

Co 2.10 1.80 1.0 2.19 1.93 1.0 2.16 1.90 1.7

Ni 2.16 1.84 0.0 2.52 1.90 0.0 2.70 1.85 0.0

Cu 2.14 1.89 1.0 2.95 1.93 1.0 3.07 1.87 1.0

Zn 2.14 1.96 0.0 2.42 1.98 0.0 2.52 1.92 0.0

TABLE VI. Calculated distances between the transition-metal atom and the C atom of the CO molecule, TM-CO, and calculated average
distances between the transition-metal atom and the closest C atoms of the CNT �see Fig. 7�, TM-C. The total magnetic moment of the
system is also shown. Distances and magnetic moments are given in Å and �B units, respectively.

Monovacancy Divacancy I Divacancy II

TM-CO TM-C Spin TM-CO TM-C Spin TM-CO TM-C Spin

Ti 2.22 1.98 2.0 2.25 2.11 0.0 2.21 2.05 0.0

V 2.10 1.93 1.0 2.02 2.06 3.0 2.07 2.01 3.0

Cr 2.01 1.88 2.0 1.94 2.03 4.0 1.98 1.97 2.0

Mn 1.89 1.86 3.0 1.81 1.97 3.0 1.93 1.96 3.0

Fe 1.82 1.83 2.0 1.73 1.95 2.0 1.80 1.92 0.0

Co 1.80 1.84 1.0 1.71 1.92 1.0 1.70 1.87 1.0

Ni 1.84 1.86 0.0 1.78 1.92 0.0 1.79 1.88 2.0

Cu 1.87 1.94 1.0 2.02 1.96 1.0 2.11 1.90 1.0

Zn 1.89 1.96 0.0 2.36 1.99 0.0 2.58 1.91 0.0

TABLE VII. Calculated distances between the transition-metal atom and the N atom of the NH3 molecule, TM-NH3, and calculated
average distances between the transition-metal atom and the closest C atoms of the CNT �see Fig. 7�, TM-C. The total magnetic moment of
the system is also shown. Distances and magnetic moments are given in Å and �B units, respectively.

Monovacancy Divacancy I Divacancy II

TM-NH3 TM-C Spin TM-NH3 TM-C Spin TM-NH3 TM-C Spin

Ti 2.31 1.97 0.0 2.21 2.10 0.0 2.23 2.05 0.0

V 2.23 1.93 1.0 2.19 2.06 1.0 2.20 2.01 1.0

Cr 2.18 1.89 2.0 2.13 2.02 4.0 2.15 1.97 2.0

Mn 2.12 1.84 3.0 2.17 2.02 3.0 2.17 1.96 3.0

Fe 2.09 1.80 2.0 2.16 1.98 4.0 2.14 1.93 4.0

Co 2.09 1.80 1.0 2.06 1.92 1.5 2.14 1.91 3.0

Ni 2.11 1.84 0.0 2.10 1.91 0.0 2.14 1.87 2.0

Cu 2.10 1.91 1.0 2.31 1.94 1.0 2.43 1.88 1.0

Zn 2.06 1.98 0.0 2.21 2.00 0.0 2.30 1.93 0.0
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ions with a notably shorter TM-C distance in the monova-
cancy than the rest of the TMs. In the divacancies, Cu atom
also belongs to this group of short TM-C distances. This is
due to the well-known tendency of Cu and Ni atoms to form
tetracoordinated transition-metal complexes.39

There are two main differences between the adsorption of
TM atoms in divacancies of type I and type II: �i� the average
TM-C distances are shorter in DV II than in DV I �see Table
II�. This is because, due to the CNT curvature, the geometry
in the DV II is closer to a square-planar transition-metal
complex structure �this is a preferred geometry for many TM
atoms39� than in DV I. �ii� In DV I, again due to the CNT
curvature, the two TM-C bonds along the main CNT axis
direction are shorter than the other two directions �see Fig.
7�g��. The difference between the short and the long TM-C
distances varies significantly along the TM series �from 3 to
10 pm�. On the other hand, in DV II the four TM-C bonds
are equivalent by symmetry and thus there are no differences
in the distances between short and long bonds, except for Fe.
For the Fe atom the symmetry is reduced due to the Jahn-
Teller effect39 and there is a slight difference of 3.5 pm be-
tween the short and the long bonds �see Fig. 7�g��.

3. Molecular adsorption geometries

Several initial guess geometries have been considered for
each studied molecule. Possible dissociations of H2O, H2S,
and NH3 molecules have been taken into account. In the case
of CO the two possible bonds �through C atom or through O
atom� with the TM have been analyzed.

The N2 molecule is adsorbed vertically, forming a cova-
lent bond between the TM atom and one of the N atoms of
the molecule �see Table III�. The O2 molecule is adsorbed
parallel to the plane formed by the closest C atoms of the
CNT, forming two covalent bonds between the TM atom and
each of the O atoms of the molecule �see Table IV�. Only in
the case of the Zn atom in the monovacancy, the O2 molecule
is adsorbed vertically. The H2O molecule forms a covalent
bond between the TM atom and the O atom of the molecule

�see Table V�. The CO molecule is adsorbed vertically, form-
ing a covalent bond between the TM atom and the C atom of
the molecule �see Table VI�. The NH3 molecule forms a
covalent bond between the TM atom and the N atom of the
molecule �see Table VII�. The H2S molecule forms a cova-
lent bond between the TM atom and the S atom of the mol-
ecule �see Table VIII�. In the case of CO, NH3 and N2, the
arrangements of the molecules are similar to those found by
Yeung et al.18 on Pt atoms placed in monovacancies for the
same three molecules.

We have observed the following four trends in the adsorp-
tion mechanism: �i� the shorter distances between the TM
and the molecule are for Fe, Co and Ni �except for the H2O
on Ni�. This is expected from the atomic radii of the consid-
ered TM atoms. It is worth noting to mention that the inter-
action of Fe with CNT is one of the most widely studied in
the literature.14,19,40 �ii� The distances between the molecules
and Cu or Zn are significantly larger than for the other TM
atoms �in some cases by more than 1 Å� in the divacancies.
This behavior is also observed for the H2O molecule on Ni.
This is due to the aforementioned tendency of these TM
atoms to form square planar transition-metal complexes.39

�iii� The order in the average TM-molecule distances along
the TM series is the following for monovacancies: H2S
�H2O�NH3�N2�CO�O2 and divacancies: H2S�H2O
�NH3�N2�O2�CO �see Tables III–VIII�. The main dif-
ference between monovacancies and divacancies is that the
O2 molecule forms the shortest bonds when adsorbed on TM
atoms in a monovacancy while the CO molecule does this
for the divacancies. �iv� After the adsorption of the mol-
ecules the TM-C distances increases with respect to the case
of a clean TM by 2–3 pm for N2, H2O, CO, NH3, and H2S
�compare Table III–VIII with Table II�. This is because the
bond order of the TM atom increases by one after the ad-
sorption. In the case of the O2 molecules this increase in the
TM-C distance is about 5–6 pm, because it forms two bonds
with the TM atoms, instead of one, as the rest of the mol-
ecules do.

TABLE VIII. Calculated distances between the transition-metal atom and the S atom of the H2S molecule, TM-H2S, and calculated
average distances between the transition-metal atom and the closest C atoms of the CNT �see Fig. 7�, TM-C. The total magnetic moment of
the system is also shown. Distances and magnetic moments are given in Å and �B units, respectively.

Monovacancy Divacancy I Divacancy II

TM-H2S TM-C Spin TM-H2S TM-C Spin TM-H2S TM-C Spin

Ti 2.73 1.97 0.6 2.63 2.10 0.0 2.64 2.05 0.0

V 2.61 1.93 1.0 2.48 2.06 1.0 2.57 2.00 1.0

Cr 2.53 1.89 2.0 2.22 2.14 2.0 2.52 1.97 2.0

Mn 2.48 1.84 3.0 2.53 2.02 3.0 2.51 1.96 3.0

Fe 2.32 1.80 2.0 2.37 1.97 4.0 2.42 1.92 4.0

Co 2.43 1.80 1.0 2.28 1.92 1.0 2.35 1.91 1.7

Ni 2.32 1.84 0.0 2.33 1.91 0.0 2.36 1.87 0.0

Cu 2.32 1.92 1.0 3.37 1.92 1.0 3.38 1.87 1.0

Zn 2.40 1.95 0.0 3.86 1.98 0.0 2.95 1.91 0.0
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