
Surface Phase Diagrams Including Anharmonic Effects via
a Replica-Exchange Grand-Canonical Method

Vorgelegt von
M. Sc. Yuanyuan Zhou

ORCID: 0000-0001-5268-5644

Von der Fakultät II – Mathematik und Naturwissenschaften
der Technischen Universität Berlin

zur Erlangung des akademischen Grades
Doktorin der Naturwissenschaften

Dr. rer. nat.

Vorgelegte Dissertation

Promotionsausschuss:
Vorsitzende: Prof. Dr. Ulrike Woggon
Gutachterin: Prof. Dr. Sabine Klapp
Gutachterin: Prof. Dr. Claudia Draxl
Gutachter: Prof. Dr. Matthias Scheffler

Tag der wissenschaftlichen Aussprache:

Berlin 2020



献给我挚爱的家人



Abstract

Phase diagrams of surfaces in a reactive atmosphere provide detailed information on
surface composition and structure at thermodynamic equilibrium at realistic conditions,
e.g., temperature (T ) and pressure (p) of the reactive gas. The atomistic structure is a
prerequisite to understand and control electronic properties and function of surfaces.

For decades, “ab initio atomistic thermodynamic” (aiAT) has been very successful in
predicting phase diagrams for surfaces and gas-phase clusters at realistic T, p conditions.
The approach was introduced by Scheffler in 1988 and reviewed by Reuter and Scheffler
in 2005. However, aiAT phase diagrams usually rely on two approximations: One is that
the phase space only consists of a pre-determined list of possible (to be tested) struc-
tures compiled by means of informed guess by researchers; the other is that often (but
not necessarily) the vibrational contributions from free-energy difference of both sub-
strate and adsorbate are neglected. These approximations do not always yield accurate
phase diagram, especially at high temperature and/or coverage. In contrast, an unbi-
ased sampling of the configurational and compositional space could reveal unexpected
(metastable) structures. The work in this thesis paves the way towards calculating sur-
face phase diagrams taking accurately into account all anharmonic contributions (e.g.,
configurational and vibrational entropy), through the unbiased configurational sampling.

To this end, we have developed a Replica-Exchange (RE) Grand-Canonical (GC)
algorithm that enables the unbiased calculation of complete temperature-pressure phase
diagrams of surfaces or clusters in reactive atmospheres including anharmonic effects.
Moreover, the multi-canonical sampling within the given model Hamiltonian yields the
T -p dependence of all equilibrium observables, e.g., the radial distribution function, when
post-processed with the multistate-Bennet-acceptance-ratio (MBAR) approach. MBAR
is the Bolzmann-reweighting-based lowest-variance unbiased estimator of both free en-
ergies and ensemble average, introduced in 2008 by Shirts and Chodera. If the unbiased
configurational sampling is rigorously conducted in the grand-canonical ensemble, all
vibrational contributions can be accurately accounted for.

Our approach is demonstrated for a model of Lennard-Jones system describing a
surface in contact with a gas phase. Furthermore, the algorithm is applied to SiM
clusters (M = 2, 4) in contact with an H2 atmosphere, with all interactions described
at the ab initio level, (density-functional theory with generalized gradient corrected
exchange-correlation functional). In both cases, we identify the thermodynamically sta-



ble phases at T, p conditions. As an example of the insight one can achieve by analyzing
configurations sampled via REGC, we inspect the formation of regular vs amorphous
structures for Lennard-Jones surface adsorbates and we analyze the order-disorder phase
transitions. Moreover, the T -p map for other observables (e.g., number of chemisorbed
atoms/molecules and HOMO-LUMO gap) can be evaluated without further sampling.
We also analyze at which conditions the aiAT approach yields a good approximation
of T -p phase diagrams. Finally, we apply REGC to the study of the phases of Si(100)
surface in the H2 atmosphere. The focus of this study is the characterization of the sur-
face and surface+adsorbate structures. The coordination histogram is adopted as the
descriptor to distinguish the surface and surface+adsorbate structures with the same
composition. This yields a phase diagram populated by several distinct phases includ-
ing the H-saturated Si(100)-(3 × 1) phase, which is identified to be thermodynamically
stable at around 380 K, in agreement with the reported experimental results. Moreover,
we analyze the order-disorder phase transitions and estimate the phase boundary. These
results are the first step, though, as performed only on 3×3 lateral supercell and needed
to confirmed for a larger system.

The approach introduced in this thesis can be computationally expensive, espe-
cially when interactions are described at the ab initio level, but it is by construction
embarrassingly parallel as the replicas do not communicate among each other except for
the inexpensive exchange of thermodynamic variables (T and chemical potential of the
gas phase) at each swap. Furthermore, in post-production it allows for diverse analy-
ses, not necessarily planned before starting the unbiased sampling. Overall, our results
demonstrate that the method presented in this thesis is a rigorous, innovative approach
for studying the phase stability of surfaces and clusters at reactive atmosphere in an
automated fashion.



Zusammenfassung

Phasendiagramme von Oberflächen in einer reaktiven Gasatmosphäre liefern detaillierte
Informationen über die Zusammensetzung und Struktur der Oberfläche unter realistis-
chen thermodynamischen Bedingungen wie Temperatur und Druck. Dieses atomistische
Verständnis ist eine Voraussetzung dafür die elektronischen Eigenschaften von Ober-
flächen sowie deren Funktion zu verstehen und zu kontrollieren.

Seit Jahrezehnten wird “ab initio atomistic thermodynamics”(aiAT) mit großem
Erfolg verwendet um Phasendiagramme für Oberflächen und Gasphasencluster unter
realistischen T , p-Bedingungen zu simulieren. Dieser Ansatz wurde erstmals 1988 von
Scheffler vorgeschlagen und 2005 von Reuter und Scheffler überarbeitet. Der aiAT-
Ansatz beruht jedoch auf zwei Annahmen: Zunächst wird der Phasenraum vor Beginn
der Untersuchung aus einer Liste an Teststrukturen gebildet die vom Wissenschaftler als
relevant eingeschätzt werden. Desweiteren werden die Schwingungsbeiträge zur Differenz
der Freien Energie zwischen der Oberfläche und der Oberfläche mit Adsorbats vernach-
lässigt oder nur stark vereinfacht berücksichtigt. Im Rahmen dieser Näherungen wer-
den nicht immer genaue Phasendiagramme erzielt, insbesondere bei hoher Temperatur
und/oder großer Abdeckung. Im Gegensatz dazu kann ein von diesen Näherungen unab-
hängiges Sampling des Konfigurations- und Kompositionsraums zur Entdeckung neuer
stabiler und metastabiler Strukturen führen. Die hier präsentierte Arbeit ebnet den Weg
zur akkuraten Berechnung der Phasendiagramme von Oberflächen unter Berücksichti-
gung aller anharmonischer Beiträge, d.h. der Konfigurations- und Vibrationsentropie,
durch uneingeschränktes Sampling.

Zu diesem Zweck haben wir einen“Replica-Exchange Grand-Canonical”–Algorith-
mus (REGC) entwickelt der eine uneingeschränkte Berechnung von vollständig temperatur-
und druckabhängigen Phasendiagrammen von Oberflächen und Clustern in reaktiven
Umgebungen einschließlich anharmonischer Effekte erlaubt. Desweiteren kann durch
multikanonisches Sampling die T -p-Abhängigkeit aller Obersvablen im thermischen Gle-
ichgewicht, wie z.B. der radialen Verteilungsfunktion, bestimmt werden, wenn für die
Auswertung der“multistate-Bennet-acceptance-ratio”-Ansatz (MBAR) gewählt wird.
MBAR wurde 2008 von Shirts und Chodera als Schätzfunktion für die Freie Energie und
Ensemble-Mittelwerte eingeführt. Mit einem sorgfältig durchgeführten großkanonischen
Sampling lassen sich so alle vibrationellen Beiträge akkurat berücksichtigen.

Wir validieren unseren Ansatz für ein Lennard-Jones-Modell einer Oberfläche in



Kontakt mit einem Gas. Weiterhin wenden wir den Algorithmus auf ein System mit
SiM -Clustern (M=2, 4) in einer H2-Atmosphäre an, bei dem alle Wechselwirkungen auf
ab initio-Level beschrieben werden (Dichtefunktionaltheorie mit Gradienten-korrigiertem
Austausch-Korrelations-Funktional). In beiden Fällen identifizieren wir thermodynamisch
stabile Phasen bei unterschiedlichen T , p-Bedingungen. Als weiterführendes Beispiel
analysieren wir die via REGC gesampleten Konfigurationen und untersuchen die Forma-
tion regelmäßiger und amorpher Strukturen für die Lennard-Jones-Oberflächen-Adsorbate
und analysieren die Ordnungs-Unordnungs-Übergänge dieses Modells. Weiterhin kann
eine T , p-Karte für andere Observablen ohne weiteres Sampling ausgewertet werden,
z.B. die Anzahl chemisorbierter Atome und Moleküle oder HOMO-LUMO-Lücke. Wir
analysieren unter welchen Bedingungen der aiAT-Ansatz gute Näherungen von T -p-
Phasendiagrammen erzielt. Schließlich wenden wir die REGC-Methode an um die Phasen
der Si(100)-Oberfläche in H2-Atmosphäre zu untersuchen. Im Mittelpunkt dieser Unter-
suchung steht die Charakterisierung von Strukturen die sich auf der Oberfläche bilden,
mit ohne ohne Adsorbat. Als Deskriptor zur Unterscheidung von Strukturbildung mit
und ohne Adsorption bei gleicher chemischer Zusammensetzung werden die Koordinations-
Histogramme der Konfiguration genutzt. Somit kann eine Phasendiagramm erstellt wer-
den welches unterschiedliche Phasen aufweist, einschließlich einer H-saturierten Si(100)-
(3x1)-Phase welche als thermodynamisch stabil bei ca. 380 K vorhergesagt wird, in
Übereinstimmung mit veröffentlichten experimentellen Ergebnissen. Wir analysieren
den Ordnungs-Unordnungs-Übergang und schätzen die Phasengrenzen ab. preliminary

Der in dieser Arbeit vorgestelle Ansatz kann zum Zeitpunkt der Fertigstellung
als sehr rechenintensiv eingestuft werden, insbesondere wenn alle Wechselwirkungen
auf ab initio-Level beschrieben werden. Jedoch ist der Ansatz durch seine Konstruk-
tion trivial parallelisierbar weil die Replikas nur dann kommunizieren müssen wenn der
unaufwändige Austausch der thermodynamischen Bedingungen stattfindet. Außerdem
können weitere Analysen auf den generierten Daten durchgeführt werden, auch solche
die vor Beginn der Simulation noch nicht beabsichtigt waren. Insgesamt zeigen unsere
Ergebnisse, dass die in dieser Arbeit präsentierte Methode einen präzisen und inno-
vativen Ansatz für die automatisierte Untersuchung von Oberflächenstrukturen unter
realistischen thermodynamischen Bedingungen darstelllt.
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1. Introduction

Surfaces of solids define a boundary between the bulk of a material and its surrounding
environment, e.g., liquid or gas phases or vacuum. Compared to the atoms in the bulk,
surface atoms have a different chemical environment, that is, fewer nearest neighbors
leading to surface reconstructions. The reactions and processes occurring at surfaces
play pivotal role to describe a large number of surface phenomena including crystal
growth, semiconductor processing, electrochemistry, and heterogeneous catalysis. One
of the great motivation for studying chemical reactions on surfaces is to understand
heterogeneous catalytic reactions which is at the heart of problem for the sustainable
energy development and the production of many important chemicals. The main pre-
requisites for reaching a microscopic (molecular level) understanding of heterogeneous
catalysis are the identification of the composition and geometry of the catalyst’s surface
and the determination of the various chemical reactions that take place under realistic
conditions.

1.1. Pressure gap and materials gap

Heterogeneous catalytic reactions occur on the surface of solid catalysts and involve
elementary surface chemical processes such as adsorption of reactants from a reaction
mixture, surface diffusion and reaction of adsorbed species, and desorption of reaction
products. The acceleration of a chemical reaction is due to the high reactivity of surface
atoms that facilitates bond breaking and bond rearrangement of adsorbed molecules.
Over the past decades, surface science has undergone revolutionary progress revealing
the atomic- and molecular-level structural, dynamic, compositional, and thermodynamic
properties of surfaces. Thus it has tremendously advanced the understanding of the
nature of catalyst.

In fact, a number of present techniques, widespread in surface science for study-
ing catalytic reactions provide reactivity data for only well-defined single crystals under
ultra-high-vacuum (UHV) conditions. To identify the molecular factors that control

1



1.1. Pressure gap and materials gap

selectivity, however, it is required to monitor surface chemical processes under reac-
tion conditions. [1] The pressure of actual industrial reactors is more than 13 orders of
magnitude compared to that of UHV. Moreover, there is obvious discontinuity between
single-crystal surfaces and practical catalyst for application. These two significant differ-
ences have been a long-standing conundrum in the community of heterogeneous catalysis,
better known as the pressure gap and materials gap [2] illustrated in Fig. 1.1. There-
fore, the extrapolation of results obtained with well-defined single crystals under UHV
conditions to industrial application is not possible. In following sections, we confined
the discussion mainly on experimental techniques and theoretical method to bridge the
pressure gap.

2



1.1. Pressure gap and materials gap

Figure 1.1.: Schematic illustration of the so-called pressure and materials gaps between
UHV single-crystal model studies and technical catalytic reaction conditions. This pic-
ture is based on Ref. [3]

3



1.2. In situ surface characterization to bridge the pressure gap

1.2. In situ surface characterization to bridge the pressure
gap

UHV studies on single-crystal surfaces have manifested the power of electron spec-
troscopy. The instrumentation techniques developed for surface studies include electron-
in/electron-out (LEED surface crystallography and Auger electron spectroscopy (AES)),
and photon-in/electron-out (XPS), and other such techniques. The theory behind these
techniques is that electron travels through the condensed matter and has very short
elastic mean free path, to the order of a few atomic distances. As a result, the informa-
tion of the top first few atomic layers can be obtained by the analysis of emitted and
scattered electrons from a surface. However, all of these techniques are limited by high
scattering cross sections of electrons that would not allow electrons to survive through
high-pressure gas or liquid at the interfaces.

Such limitations are partially circumvented by the in situ surface characterization
techniques. Since the 1980s, researchers have worked to develop techniques that can
probe the structure, composition, mechanical properties, and dynamics of surfaces at
higher (compared to UHV) pressure. [4] The near-ambient pressure (NAP) XPS, for
instance, can be operated at total reactant pressure up to 0.01 atm. [5,6] Different from
conventional XPS, the kinetic energy of the pumped photoelectrons can be tuned to an
appropriate value by varying the energy of the X-ray source. The mean free path can be
minimized for the sample surface, thereby, chemical composition of the surface layer with
a thickness of ≈ 1 nm can be determined. However, the NAP-XPS offer little information
about the structural information of the sample surface. Scanning tunneling microscopy
(STM) provides atomic resolution of nanostructures on the surface by measuring the
tunneling current between a sharp metallic tip and a conducting sample. Despite the
fact that electrons are used to probe surface morphology, the STM is not limited to
low pressures as the electrons only have to tunnel through the very narrow gap between
the tip and the surface. High-pressure (HP) STM made a significant contribution to
bridging the “pressure gap” by monitoring the structure of surfaces and adsorbates on
the molecular level during the reactions [7]. A recent developed system in Somorjai’s
group shows that it is capable of imaging surfaces with atomic resolution under the
temperatures ranging from 300 to 700 K and pressures from 10−13 atm to several atm. [8]
Despite its advantages, HP-STM is just a pure imaging technique and provides little

4



1.3. Theoretical methods to bridge pressure gap

chemical information.
There are also other in situ characterization techniques, e.g., atomic force mi-

croscopy (AFM), but we will not introduce all of them. Despite their own advantages,
the working conditions of these in situ techniques still have the distance from the in-
dustrial catalytic conditions. For instance, in Haber-Bosch process, the conversion is
typically conducted at 150-250 atm while the in situ techniques work under the gas
pressure up to several atm. Moreover, each technique also suffers from their own limi-
tation as mentioned above. Last but not least, there is no specific one technique able to
provide thorough information including chemical composition, structure, and electronic
structure of surface at reaction conditions.

1.3. Theoretical methods to bridge pressure gap

As pointed out, a prerequisite for analyzing and understanding the electronic properties
and the function of surfaces is the detailed knowledge of the surface composition and
atomistic geometry under realistic conditions. The structure of a surface at thermody-
namic equilibrium with its environment is in fact a configurational statistical average
over adsorption, desorption, and diffusion processes.

A temperature-pressure phase diagram describes the composition and structure of a
system at thermal equilibrium and is an essential tool for understanding material prop-
erties. density-functional theory (DFT) is routinely used to calculate various physical
properties of a wide range of materials e.g., molecules, bulk solids, and surfaces. The
results obtained in DFT calculations, however, represent the total energies including
nuclei-nuclei, electrons-nuclei, and electrons-electrons interactions at zero temperature
and zero pressure of surrounding gas phase, and thus do not directly relate to catalyt-
ically relevant conditions at high pressure and high temperature. In order to account
for finite-temperature effects, ab initio molecular dynamics (MD) is employed. Ab initio
here refers to that the forces on all the atoms are evaluated by DFT. The dynamics of
the atoms follow the Newton’s equation of motion with these calculated forces. However,
the computation of ab initio MD to sample the canonical distribution of surfaces and its
adsorbates is not feasible.

Ab initio thermodynamics, the scheme combining DFT and thermodynamics, was
proposed in 1980s [9, 10], and enables us to calculate surface phase diagrams. Later,
Reuter et al. have described in detail how DFT in combination with thermodynamics

5



1.3. Theoretical methods to bridge pressure gap

can be used to construct phase diagrams of surface structures as functions of partial
gas pressures and temperatures. [11–13] In the approach, the surface free energy, γ, is
expressed in terms of the chemical potentials, µi of the different species i. Furthermore,
µi is in turn function of the temperature, T , and the pressure, pi.

γ
(
T,{pi}

)
=

1

A

[
G−

∑
i

Niµi(T, pi)

]
(1.1)

where G is the Gibbs free energy of the solid with the surface of interest. A is the surface
area. Here, µi(T, pi) is the chemical potential of the ith species, and Ni is the number
of atoms (molecules) of the ith species in the reservoir. T and {pi} are the temperature
and partial pressures of the various species.

The ab initio atomistic thermodynamics (aiAT) approach [9–16] has been very suc-
cessful in predicting phase diagrams for surfaces [12, 13] and gas-phase clusters [17–19]
at realistic T, p conditions. The key assumption is that all relevant local minima of the
potential-energy surface (PES) of a given system are enumerated, a limitation in case of
unexpected surface stoichiometries or geometries. Such limitation can only be overcome
by an unbiased sampling of configurational and compositional space. A further assump-
tion is that the vibrational contributions are largely cancelled to the change of the free
energy from gas particles at the surface to their counterparts in the clean surface, and
can be neglected. At most, the vibrational contributions are evaluated at the harmonic
or quasi-harmonic level. We will see below that either cancellation or the harmonic
approximation is not always justified and does not lead to accurate phase diagram.

In the harmonic approximation [20], the full Hamiltonian is replaced by a harmonic
expansion about the equilibrium positions. The vibrational frequencies can then be
computed by diagonalization of the dynamical matrix and the thermodynamic function
e.g., free energy and heat capacity can be computed from these frequencies. The prin-
cipal advantages of quasiharmonic theory(QHT) in free-energy calculations are that it
is relatively easy to implement, that it requires relatively few calculations. It also in-
cludes zero-point vibrations. However, there are two potential shortcomings with this
approach. First, the harmonic approximation may break down at higher temperatures.
It is also problematic for some systems at low temperature, e.g., the dynamical Jahn-
Teller systems [21]. The QHT takes into account only the effect of thermal expansion
since the free energy is a function of the volume and can be minimized with respect to
this variable for each T - the temperature enters through the Bose-Einstein occupation

6



1.3. Theoretical methods to bridge pressure gap

of the harmonic phonons, while other sources of anharmonicity are neglected. This pic-
ture is in principle valid when phonons do not interact, for example at low T . However,
when the temperature increases, phonons undergo mutual scattering, which corresponds
to the anharmonic vibrations of atoms. Several studies show that the QHT is not reli-
able for any of the phases under study at higher temperatures, and explicit anharmonic
contributions are key to obtain correct vibrational spectra. [22] The other drawback of
QHT is that it only evaluates for one structure at a time, i.e., it does not account for
fluxional or liquid-like systems, where the time scale of structural rearrangement (bond
breaking and reforming) is short compared to the sampling time.

In this thesis, we introduce a Replica-Exchange (RE) Grand-Canonical (GC) monte
carlo (MC)/MD algorithm, that performs largely unbiased sampling in the phase space
and enables the efficient calculation of complete temperature-pressure phase diagrams
of surfaces, nanoparticles, or clusters in contact with reactive gas atmospheres. The
only but significant limitation is the fixed shape and size of the unit cell (super cell) for
solid systems. The RE and GC steps of the algorithm are formulated in the Metropolis
MC framework, while the canonical sampling of configurations is supported via both
MC and MD. In the case of a surface in contact with a gas phase reservoir, the gas
molecules can physi-/chemisorb on the surface, while adsorbed molecules or single atoms
can desorb from the surface to the gas phase. At thermodynamic equilibrium, the number
of desorbed molecules/atoms balances the adsorbed one, so that on average a constant
number of molecules/atoms is present on the surface. During the adsorption, the surface
itself probably undergoes local re-structuring. We specifically target thermodynamically
open systems in the GC ensemble, aiming at describing (nano)structured surfaces in
a reactive atmosphere at realistic T , p condition, so that the adsorbate can exchange
particles with the gas reservoir. The molecule adsorption on the surface includes the
association adsorption where individual molecules remain intact and the dissociative
adsorption where the molecule is dissociated into fragments. However, there exist strong
activation barriers for (∼ several eV) the dissociation. Here, the dissociation barrier of
the molecules is circumvented by allowing the insertion and removal of both molecules
and atoms (i.e.,“dissociated molecules”) in the GC ensemble. The initial idea of RE
[23–26] is to allow for an efficient sampling of the configurational space by shuttling
configurations from regions of low T to regions of high T . Later, de Pablo et al. [27,28]
extended the concept to other intensive thermodynamic variables, such as the chemical
potential (µ) in order to simulate the phase equilibria of Lennard-Jones (LJ) systems.

7



1.3. Theoretical methods to bridge pressure gap

This allows systems with different number of particles (the conjugate variable of µ) to
be shuttled across different values of µ, thus enhancing the sampling, following the same
spirit of the temperature replicas in traditional RE. By combining advantages of both
GC and RE, our massively parallel algorithm requires no prior knowledge of the phase
diagram and takes only the potential energy function together with the desired µ and
T ranges as inputs. In practice, the reservoir is modelled as the gas phase imposing
temperature T and chemical potential µ on the adsorbed particles and µ depends on T

and the pressure p.
The post-processing of the output of the REGC simulation is performed by mul-

tistate Bennett Acceptance ratio (MBAR) approach [29] to estimate both free energies
and ensemble averages. After a REGC simulation, a series of equilibrium samples are
obtained from each thermodynamic state within the GC ensemble. The distribution of
each equilibrium sample is normalized, therefore, the mixture distribution obtained by
pooling all the distributions together should be also normalized. Under this condition,
the normalization constant can be obtained, that is simply the partition function in
statistical mechanics. Therefore, it is feasible to calculate free energies and expectation
averages of observables at any thermodynamic state (T , µ).

The structure of this thesis is as follows. In the first part, the method and flowchart
of our REGC algorithm will be discussed in details. In the second chapter, the Replica-
Exchange Grand-Canonical method is proposed to perform efficient sampling by reliev-
ing the kinetic barriers and diffusional bottleneck. The following chapter includes a
brief introduction of grand-canonical ensemble and how it is applied to surfaces in a
gas-phase environment. Later, we review the history of replica-exchange method and
its theoretical background. The fifth chapter lays out the theoretical framework for
our replica-exchange grand-canonical algorithm. Then the MC moves or MD after each
replica or particle exchange to relax the configuration will be explained in detail. The
next chapter addresses the theoretical method to describe the potential-energy surface
(PES), in particular, the force-field approach and density-functional theory. Chapter 8
describes how to use replica-exchange grand-canonical simulations to calculate phase di-
agrams and free-energy surfaces. The last chapter of part I addresses the implementation
for REGC.

In the part II of this thesis, we show three applications of the REGC method. The
first, in chapter 10, proof-of-concept application is the determination of the T -p phase
diagram of a LJ (frozen) surface in contact with a LJ gas phase. The model aims to
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1.3. Theoretical methods to bridge pressure gap

mimic the interaction between a gas-phase particles and a substrate.
Next, in chapter 11, we address the calculation of the phase diagram of the SiM

cluster (M = 2, 4) in a H2 gas phase. This is an ab initio REGC study using the Perdew-
Burke-Ernzerhof (PBE) [30] exchange-correlation (xc) functional. The binary clusters
of silicon and hydrogen are thought to be present in porous silicon and hydrogenated
amorphous silicon. [31] During the last several decades, numerous efforts were devoted
to identify the ground-state structure for different size and the corresponding electronic
properties. [31–33] However, little knowledge has been obtained on the thermodynamic
stability of silicon clusters in a hydrogen gas phase. Therefore, the purpose of this
application is to investigate the phase diagrams of silicon hydrides in reactive hydrogen
atmosphere.

Chapter 12 describes an extensive (still ongoing) application of our approach to the
Si(100) surface in contact with H2. Also this is a full DFT-PBE study. The prelimi-
nary but promising results reveal the evolution of surface structure at realistic T , pH2

conditions. In particular, the H-saturated Si(100)-(3 × 1) phase is identified to be the
most stable phase at 380 K, which is in excellent agreement with reported experimental
results. [34] In the future work, the finite-size effect on the reconstruction and adsorption
patterns of Si(100) surface structure in the reactive H2 gas atmosphere should be taken
into account.

In the conclusions and outlook chapter, we discuss the capabilities and current
limitations of our REGC method. An outlook includes the ideas and suggestions for
future development and remaining challenges.
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Part I.

Methodology
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2. Replica-Exchange Grand-Canonical Monte
Carlo / Molecular Dynamics

The sampling of systems composed of many atoms arranged in molecules, clusters, con-
densed phases, etc., remains a challenge. The main factors that limit sampling efficiency
is (i) that systems’ configurations get easily trapped in local minima especially at low
temperatures and (ii) the inherently long characteristic diffusion times in many-atoms
systems (e.g., atoms’ diffusion that require collective motions involving several degrees of
freedom). During the last decades, many powerful methods have been developed to deal
with the first difficulty, e.g., J-walking [35, 36], multicanonical sampling [37, 38], nested
sampling [39], simple tempering [24,40], 1/k sampling [41], Wang-Landau sampling [42],
expanded ensembles [43], and parallel tempering [23, 26]. While these methods are ef-
fective in overcoming kinetic barriers, they do little to “accelerate” the slow diffusion at
low temperatures.

Open ensembles, described at equilibrium by the grand-canonical-ensemble formal-
ism, provide an effective mean to overcome slow-diffusion problems: Atoms can get in
and out of a system, effectively generating thermodynamically possible defects, along un-
physical pathways (e.g., atoms’ insertion or removal), thereby circumventing diffusional
bottlenecks by disentangling degrees of freedom. Another difficulty for the molecule ad-
sorption on the surface is the strong (∼ several eV) activation barriers for the molecular
dissociation. In our approach, the dissociation barrier of the molecules is circumvented
by allowing the insertion and removal of both molecules and atoms (i.e.,“dissociated
molecules”) in the GC ensemble. The approach that are developed and implemented in
this thesis includes both the replica-exchange and grand-canonical-ensemble concepts to
deal with both kinetic trapping and slow phase space diffusion.

Our Replica-Exchange Grand-Canonical Monte Carlo or Molecular-Dynamics ap-
proach is outlined in Fig. 2.1. In a REGCMC or REGCMD simulation, S replicas of
the original system of interest are considered, each evolving in a different thermody-
namic states (Ti , µi, where i is the index of the replica). In the present discussion,
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we limit ourselves to a single species exchanged with the reservoir, but a generaliza-
tion to more reservoir is straightforward. During the simulation, first the system has a
probability x0 (0 ≤ x0 ≤ 1) to attempt exchanging a particle with the reservoir and the
replica-exchange move is set to (1−x0) (see below). After the particle-/replica-exchange
attempt, S parallel molecular dynamics or Monte Carlo runs follow, to relax the configu-
ration in the canonical ensemble. i.e., at temperature Ti, with fixed number of particles
N and volume V of the system (NV T ensemble). Then, the procedure is iterated until
convergence of defined quantities is achieved. Currently the convergence criterion we
adopted is that the distribution of the adsorption energy at each thermodynamic (Ti,
µi) does not change when more REGC steps are performed.

Figure 2.1.: The flow chart of the Replica-Exchange Grand-Canonical Monte
Carlo/Molecular Dynamics algorithm. Here rand is a pseudo-random number gener-
ated uniformly distributed between 0 and 1.

In principle, the REGC approach shares the same idea with that of ab initio atom-
istic thermodynamics (aiAT) to deal with the problem that a surface is in contact with a
gas phase. In the aiAT approach, the gas environment is regared as a reservoir of constant
p and T , while the gas phase acts also as a reservoir of constant µ and T in our REGC
method. Essentially, the relationship between µ, T , and p is µ(p,T ) = kBT ln(p/p0)
is the same, where p0 is chosen such that −kBT ln(p0) summarizes all the pressure-
independent components of µ, i.e., translational, rotational, vibrational etc. degrees of
freedom. [12, 17, 44] and kB is the Boltzmann constant. However, in the aiAT method,
the calculation of the Gibbs free energy relies on two approximations: One is only some
of pre-selected structures considered; The other is that the vibrational contribution is
neglected or treated at harmonic approximation. These approximations do not always
result in accurate phase diagram, especially at high temperature and/or coverage. How-
ever, our developed REGC method enable to perform largely unbiased sampling, thereby,
all vibrational contributions can be accounted for accurately.
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3. Grand-Canonical Monte Carlo

This chapter describes the implementation of how each replica exchanges particles with
the reservoir in the Grand-Canonical scheme from the theory behind to practical tech-
niques.

Statistical mechanics is based on the Gibbs’ensemble concept. That is, the macro-
scopic observables of a system is simply the averaged quantity over a large number of
identical systems, each in a different microscopic configuration. The thermodynamic
variables that characterize an ensemble can be regarded as experimental control param-
eters that specify the conditions under which an experiment is performed. For instance,
the microcanonical ensemble and is characterized by constant particle number (N), con-
stant volume (V ), and constant total energy (E). Other examples include the canonical
(NV T ) ensemble, the isothermal-isobaric (NPT ) ensemble, and the grand canonical
(µV T ) ensemble.

When a surface is in contact with a realistic atmosphere, e.g., a molecular hydrogen
gas, molecules or atom after dissociation from the environment can physically/chemically
adsorb on the surface, and adsorbed atoms or molecules on the surface can be released
into the environment. The structure of a surface at thermodynamic equilibrium with its
environment is in fact a configurational statistical average over adsorption, desorption,
and diffusion processes. For such adsorption studies, a natural ensemble to use is the
grand-canonical ensemble.

A grand canonical ensemble is constructed by building a collection of systems in
a large heat bath at temperature T and a large reservoir of molecules. Every system
can exchange energy and particle with its surroundings. The number of particles in the
system, therefore, is different in various states of the system. After the equilibrium is
reached, the whole ensemble equilibrates with the its surroundings with respect to the
heat and matter transport, thereby, each system is represented by its volume V , and
the temperature (T ) and chemical potential (µ) of the reservoir. For the more than one
species, the chemical potential of each is the same from system to system.

A system is specified by not only in which quantum state j (a set of particles’
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positions), but also the number of particles (N) in the system. Each value of {N, j}
has a particular energy-level set {EN, j(V )} corresponding to it. aN, j is defined to be
the number of systems in the ensemble that have N particles and are in state j and
is also named as occupation number. A distribution is a set of occupation numbers
{a} = {aN, 1, aN, 2, ..., aN, j , ...}. ∑

N

∑
j

aN, j = A (3.1)

∑
N

∑
j

aN, jEN, j = E (3.2)

∑
N

∑
j

aN, jN = M (3.3)

A , E and M signify the total number of systems in the ensemble, the total energy
of the ensemble, and the total number of particles in the ensemble.

Any ensemble obeys the principle of equal a priori probabilities. That is, an isolated
system is equally likely to be in any of its possible quantum states and all possible
quantum states satisfy the conservation of mass in Eq. (3.3) and the conservation of
energy in Eq. (3.2). Here it means that every distribution of occupation numbers {a}
is equally probable and must be given equal weight in performing ensemble averages.
W (a) is the number of ways that A distinguishable objects arranged into groups.

W (a) =
A !∏

N

∏
j aN, j !

(3.4)

The most probable distribution a∗N, j that maximizes W under the constraints of Eqs.
(3.1), (3.2) and (3.3) can be obtained by applying the method of Lagrange multipliers.
The deriviation details of a∗N, j are thoroughly explained in Ref. [45].

a∗N, j = eµβNe−βEN, j(V ) (3.5)

where β = 1/kBT .
The particle insertion/removal step is handled by applying the formalism of the

grand-canonical ensemble, where the subsystem of our interest (e.g., a surface or a cluster
in contact with a gas phase), defined in a volume (V ), is in equilibrium with a reservoir
at given temperature (T ), and chemical potential (µ) of one species (or more species,
each with its own chemical potential). In practice, the reservoir is modeled as an ideal
gas (where “ideal” refers to the lack of inter-molecular interactions, the intra-molecular
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vibrations are still taken into account). The one-to-one mapping of gas chemical potential
to its pressure is the same as that of ab initio atomistic thermodynamics [9,10], as will be
specified in the application cases. The number of atoms or molecules in the subsystem is
a fluctuating variable, determined by specifying the chemical potential and temperature
of the reservoir of (quasi ideal) gas-phase atoms or molecules. The probability density
of a grand-canonical ensemble of identical particles is: [46]

Nµ,V,T (R;N) ∝ e(βµN)V N

Λ3NN !
e[−βE(R;N)] (3.6)

where Λ = h/
√
2πmkBT is the thermal wavelength of a particle of mass m, and E(R)

is the potential energy of a configuration R of the N -particle system. The GCMC
algorithm consists of the following MC moves: 1) insertion of a gas atom/molecule into
the system at a random position, 2) removal of a randomly selected gas atom/molecule
from the system, 3) displacement of a gas atom to a new random position in the system
to sample the potential energy surface (PES). In our algorithm, the displacement is taken
care of separately and can be done via either Metropolis MC (see section 6.1) or MD
(see section 6.2). Here, we consider the insertion and removal moves, where microscopic
reversibility (also called ‘detailed balance’, a sufficient condition for an MC scheme to
converge the evaluation of observable properties in the desired ensemble [46]) is ensured
by having equal number of insertion and removal attempts, for all particles described by
the given chemical potential.

The configurations where the molecules are dissociated are accessible when the
insertion and removal of both molecules and atoms (i.e., dissociated molecules) are al-
lowed. Therefore, the dissociation barrier has been fully circumvented. The surface is
in thermodynamic (constrained) equilibrium with an environment, which indicates that
the direct formation of gas molecules by gas atoms are ignored because of its negligible
rate. [12,13] The atoms from the substrate can be also exchanged with the reservoir by
simply adding the chemical potential of the atom species forming the substrate. This is
the solution adopted within the ab initio atomistic thermodynamics approach and and
will be implemented in REGC in the near future. In this thesis, only one gas species is
considered and the atom in the substrate is not involved in the exchange.

In practice, we first randomly select if a particle will be inserted or removed, i.e.,
by generating a pseudo-random number ygc

1 uniformly distributed between 0 and 1 and
performing a removal if ygc

1 < 0.5.
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For a removal, a particle (an atom or a molecule) is selected at random (by gen-
erating a new random number ygc

2 and selecting particle i if (i − 1)/N ≤ ygc
2 < i/N).

In order to fulfill detailed balance, a possible (and common) choice for accepting the
removal of the selected particle is with probability [46]:

P(N→N−1) = min
[
1,
Λ3N

V
e−β[µ+EN−1−EN ]

]
(3.7)

where N is the number of atoms (or molecules) for which a reservoir at given temperature
T and chemical potential µ is defined, and which are in the system before the attempted
removal. EN is the energy of the system of N particles, EN−1 is the energy of the same
system, without the selected particle, and V is the system volume, which is fixed during
the simulation. According to this formula, if the change in energy due to the particle
removal is similar in value to µ, there is a high probability that the removal is accepted.

For the insertion, first a location is randomly chosen, uniformly in the simulation
volume (in a rectangular cell, by driving three independent uniformly distributed random
numbers, one for each Cartesian coordinate). Then, a particle is positioned in the
selected location and its insertion is accepted with probability [46]:

P(N→N+1) = min
[
1,

V

Λ3(N + 1)
e−β[µ−EN+1−EN ]

]
(3.8)

The probability of accepting an insertion can be low in dense systems as random locations
will have high probability to end up too close to already present atoms, henceforth
yielding large, positive values of (EN+1 −EN) and consequent rejection of the insertion.
Since we are modeling adsorption on surfaces or clusters in contact with a gas phase, we
have a relatively rarefied system, especially if the considered volume of particle insertion
(and removal) does not include the subsurface (see further).
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4. Replica Exchange

To investigate systems with rugged free-energy landscapes with numerous minima and
large free-energy barriers, standard Metropolis MC or molecular dynamics simulations
are computationally not feasible and lead to incomplete sampling of configuration space.
For example, a straightforward application of MD to sample the canonical distribution
of surfaces will be either trapped in metastable minima of the potential-energy surface or
locked in some region of the phase space due to diffusional bottlenecks. The diffusional
bottlenecks can be alleviated by open ensemble, the framework of which is explained
in detail in chapter 3. Methods to overcome the kinetic barriers are demanding. Many
methods have developed to relief the kinetic trapping in the context of atomistic sim-
ulations. Classified accordingly to their philosophy to overcome barrier, these methods
usually belong to two general categories: (i) adding biased terms to the Hamiltonian
of the original system such as metadynamics [47, 48], umbrella sampling [49, 50], and
accelerated molecular dynamics [51–53]; (ii) constructing a generalized ensemble of the
original system. In a generalized ensemble simulation, a broader sampling of the poten-
tial energy is performed instead of only the canonical probability distribution. Simulated
tempering [54], multicanonical sampling [37] and parallel tempering (PT) [55, 56], also
referred to replica exchange (RE) are classified into this category.

The methods in the first category are efficient to sample the conformational dy-
namics along reaction coordinates or a few collective variables. The appropriate choice
for these parameters is crucial for accurate calculations, [58] however, it is not trivial
to choose proper collective variables for a complex simulation. Additionally, there is
a reported issue with convergence, as it is non-trivial to determine the point at which
sampling should stop, resulting in errors in the estimated free-energy surface. [59]

Among the second category, Simulated tempering and multicanonical sampling in
the second category overcome the multiple-minima problem by introducing a random
walk in the phase space based on non-Boltzmann probability weight factors. Random
walks allow the simulation to pass any energy barrier and to sample a much wider phase
space than by conventional methods. These two generalized-ensemble methods are pow-
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erful, but, the probability weight factors are not a priori known and the process to
determine these factors can be non-trivial and tedious by iterations of short trial simu-
lations. In replica exchange, the weight factor is essentially known before the simulation
and there is no complication in its determination.
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Figure 4.1.: The schematic of replica exchange swaps between adjacent replicas at
different temperatures. In-between the swaps several constant-temperature Monte Carlo
moves are performed.
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Figure 4.2.: Energy histograms for a model system at five different temperatures. Over-
lap of energy distributions between neighboring replicas ensures the swapping acceptance
ratio between all adjacent replicas. The image is from Ref. [57].
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4.1. History and Formalism of Replica Exchange

4.1. History and Formalism of Replica Exchange

The original idea of the parallel tempering (PT) was proposed by Swendsen and Wang
in 1986 [60] and generalized by Geyer in 1991 [61]. The use of PT in interdisciplinary
fields spanning physics, chemistry, biology, engineering, and material sciences rapidly
increases. [55, 62–69]

As illustrated in Fig. 4.1, a typical replica exchange simulation has L replicas of
the studied system, each in the canonical ensemble at different temperature, Tl. A
replica is a set of atomic atoms of the specific configuration. During the RE simulation,
configurations (replicas) swap the thermodynamic states (e.g., T ) between each other.
Generally, T1 < T2 < · · · < TL, and T1 is normally the temperature of the system of
interest. Then a extended (generalized) ensemble is established, that is the combination
of all L subsystems. The partition function of this extended ensemble is the product of
all individual NV Tl canonical ensembles:

Qextended canonical =
L∏
l=1

1

Λ3N
l N !

∫
dR e−βlE(R;N) (4.1)

where βl = 1/kBTl, Λ = h/
√
2πmkBT is the thermal wavelength of a particle of

mass m, and E(R) is the potential energy of a configuration R (the atomic positions
of the system) of the N -particle system. If the probability of performing a swap move
is equal for all conditions, exchanges between ensembles i and j are accepted with the
probability;

P[βi→βj ] = min
[
1, e[−(βj−βi)(E(Ri)−E(Rj)]

]
(4.2)

Swaps are normally attempted between systems with neighboring temperatures ,
j = i + 1. An important advantage of replica exchange over simulated annealing is
that the ensemble average can be evaluated since RE satisfied the detailed balance
condition. [70] There are constant-temperature MC moves between swap moves. The
swap moves can be performed either with a certain probability or after a fixed number of
constant-temperature MC moves. Both cases satisfy the detailed balance condition. [70]
The constant-temperature MC moves can be also replaced by molecular dynamics. In
the REMD, not only particles’ positions but also their momenta are taken into account.
There is no pre-selection of barriers and pathways. In the REMD proposed by Sugita
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4.2. Open Issues of Replica Exchange

and Okamoto [56], the momenta should be updated after every successful exchange and
determined as

p(i)
′
=

√
Tnew

Told
p(i) (4.3)

where p(i) are the old momenta of replica i. Told and Tnew are the temperatures
of replica before and after swap, respectively. The momenta update procedure ensures
that the average kinetic energy remains equal to 3

2NkBT . The acceptance rule of REMD
follows the same as that for REMC and also satisfies detailed balance.

4.2. Open Issues of Replica Exchange

The open question of PT is how to select the number of replicas and the temperature
intervals in a parallel tempering simulations. What we wish is to achieve the optimal
sampling with the minimum amount of computational cost. In a replica exchange cal-
culation, an optimal sampling means that (i) the highest temperature must be high
enough in order to ensure that no replicas get trapped in metastable minima and (ii)
the overlaps of energy histograms between all adjacent replicas must be large enough to
ensure that acceptance of the exchange between neighboring replicas as shown in Fig.
4.2.

There are several studies to address how to choose optimal temperature sequence.
As illustrated in Fig. 4.3, the black square indicates the whole phase space denoted by Γ.
The while region indicates the configuration space at high temperature, while the gray
disconnected region indicates the low-temperature configuration space. The black lines
are the high-temperature (TH) and low-temperature (TL) trajectories, respectively. The
swap is therefore accepted when the high-temperature trajectory occasionally crosses
into one of the low-temperature subregions. Accordingly, the acceptance rate is related
to the fraction of these low-temperature subregions occupying in the high-temperature
subregions. The size of regions strongly correlates with the entropy of corresponding sys-
tem at respective temperature. Thus, in the entropy-related model [71–73], the average
acceptance probability is in relation to the entropy difference as below,

P acc ∼ e(−∆S/k) (4.4)

The commonly used geometric distribution [74] is considered to be a good approximation
for the optimal choice of temperatures under the condition that the specific heat of the
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4.2. Open Issues of Replica Exchange

Figure 4.3.: Phase space as they pertain to the replica exchange method. The large
black square represents all of phase or configuration space. The large white region inside
it depicts the set of configurations important to the high-temperature system, while the
disconnected gray regions are those important to the low-temperature system. Lines
portray trajectories followed by a high- or low-temperature simulation. The image is
from Ref. [71]

studied system is approximately constant. Several iterative methods have been proposed
to ensure that the acceptance rates remain within acceptable range. For example, a
target acceptance ratio, Ptarget [75]can be calculated iteratively by

Ptarget = e(
∆β
∆E

) (4.5)

where ∆E is the difference of the average energies of temperature-adjacent replicas.
An acceptance rate of 20% is observed to yield the best performance for a variety

of systems including a coarse-grained protein, an atomistic model polypeptide, and the
Lennard-Jones fluid, which indicate additional replicas can not improve the accuracy of
the simulation at given computational time. [76]
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5. Replica Exchange in a Grand-Canonical
ensemble

We define an extended ensemble that is the collection of S = L ×M replica of a given
system, arranged in L values of temperature and M values of the chemical potential,
as illustrated in Fig. 5.1(a). In this thesis, we consider only one species that exchange
particles with the reservoir. The generalization of the method to study more than one
gas species is straightforward.

5.1. Formalism of Replica-Exchange in a Grand-Canonical
ensemble

The partition function of this extended ensemble is the product of the partition functions
of the individual (µm,V,Tl) ensembles, where l = 1, 2, . . . , L and m = 1, 2, . . . ,M :

Qextended =
L∏
l=1

M∏
m=1

eβlµmNl,mV Nl,m

Λ
3Nl,m

l Nl,m!

∫
dR e−βlE(R;Nl,m) (5.1)

In the following, we label the temperature by Tl or βl = 1/kBTl. The key observation
is that taking one configuration along the evolution of a replica at given (µm,V,Tl),
statistical mechanics defines the probability that the same configuration belongs to the
another state (µo,V,Tk). We now randomly select a pair of replicas. The replica at
state (µm,V,Tl) is in configuration Ri ( positions of all atoms of system in (µm,V,Tl) and
represented by the 3 × Nl,m matrix of coordinates) and the replica at state (µo,V,Tk)

is in configuration Rj . We then aim at defining a rule for accepting the swap of the
configurations between the two replicas, in order to satisfy the detailed balance in the
extended ensemble. To the purpose, one has to impose the following equality:
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5.2. Two-Dimensional Swap Scheme

N(βl,µm,Ri)N(βk,µo,Rj) × P[(βl,µm,Ri),(βk,µo,Rj)→(βl,µm,Rj),(βk,µo,Ri)] =

N(βl,µm,Rj)N(βk,µo,Ri) × P[(βl,µm,Rj),(βk,µo,Ri)→(βl,µm,Ri),(βk,µo,Rj)] (5.2)

where N is the probability density in the grand-canonical ensemble (Eq. 3.6),
and P is the probability to swap configurations. Our choice of P that satisfies detailed
balance is:

P[(βl,µm,Ri)(βk,µo,Rj)→(βl,µm,Rj)(βk,µo,Ri)] =

min
[
1, (

βl
βk

)
3
2
(Nl,m−Nk,o) × e[−(βl−βk)(E(Rj)−E(Ri)+(βlµm−βkµo)(Nl.m−Nk,o)]

]
(5.3)

5.2. Two-Dimensional Swap Scheme

A similar swap-acceptance probability has been proposed in Refs. 27 and 28, but we
include a factor ( βl

βk
)
3
2
(Nl,m−Nk,o) that is neglected in those papers. Furthermore, our

scheme adopts a two-dimensional grid of values of temperatures and chemical potentials,
while in Refs. 27 and 28 the values of T and µ are constrained to be along a phase
boundary of the studied system (vapor-fluid coexistence for the LJ system), therefore
being a invariate scheme, i.e., one-dimensional in practice. It is clear from Eq. 5.3

Figure 5.1.: The 2D schematic of Replica-Exchange Grand-Canonical method.

that swap trial moves are more likely to be accepted the larger the overlap between the
energy distributions of the two replicas. A large overlap of energy distribution is verified
if the values of the thermodynamic variables (µ, T ) defining the two replicas are not too
dissimilar. In traditional one-dimensional RE, swap moves are attempted only between
neighbor replicas. In that case, each replica has two neighbors (or one, for the largest
and smallest values of the chosen replicated thermodynamic variable, typically T ). In
our two-dimensional scheme (Fig. 5.1), each replica has between 3 and 8 neighbors, thus
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5.2. Two-Dimensional Swap Scheme

enhancing the possibility for configurations to “diffuse” across replicas. We adopted a
“collective” scheme for the attempted swaps that involves the definition of four different
types of neighboring swaps, as illustrated in Fig. 5.1. At each RE move, one type of
swaps is selected at random (each with probability 1/4). This choice has the advantage
to involve all replicas (when the number of T -replicas and µ-replicas is even) in one
attempted swap. An alternative scheme could be to select randomly one replica and
independently one neighbor to perform the attempted swap, then to repeat until no
replica has an unselected neighbor. This scheme is easily implemented and general for
higher-dimensional settings (e.g., T and more than one µ for more than one type of
particles that are exchanged with the reservoir).

The selection of T and µ range is of great importance and system-dependent. For
instance, the lowest µ is selected to be slightly lower than the adsorption energy of the
studied surface to make sure that the adsorption of at least one atom/molecule occurs.
The highest µ is close to the condensation line of the gas phase. As explained in Ref. [19],
the gas is in equilibrium with its droplets on the condition of ∆µ = µ−EDFT−EZPE = 0.
This means that µ is chosen to be close to EDFT + EZPE to touch the condensation
line, where EDFT and EZPE are the DFT energy and the zero-point energy of the gas
molecule, respectively. The choice of T is according to the experimental settings or
catalytic reaction conditions. The T and µ intervals require individual GC MC/MD
pre-tests in (T , µ) and (T + ∆T , µ + ∆µ) states so that there is overlap between the
energy distributions in (T , µ) and (T +∆T , µ+∆µ) states, thus, the RE works.

26



6. Displacement of Atoms

At each cycle of our REGC scheme, after the RE or GC move has been performed, the
atoms in each replica perform a sampling of the canonical (fixed N , fixed V , fixed T )
ensemble. This is achieved with the standard Metropolis MC or with MD. This chapter
describes these two techniques (MC and MD) to treat the movement of the nuclei on the
potential-energy surface (PES). The method to characterize the PES will be described
in chapter. 7.

6.1. Metropolis Monte Carlo

The Metropolis method was introduced as Markov process where a random walk is
constructed so that the probability of visiting a particular atomic configuration RN is
proportional to the Boltzmann factor e−βE(RN ).

According to MC, one atom-displacement step requires to select at random one atom
and assigning to it a random displacement, typically uniformly distribute in a cube or
sphere of size comparable with the typical interatomic distances at equilibrium. The
move is accepted with probability [46]:

P(R→R+∆R) = min
[
1,e−β[E(R+∆R,RN−1)−E(R,RN−1)]

]
(6.1)

where R is the position of the selected atom, and ∆R is the random displacement.
[E(R+∆R,RN−1)−E(R,RN−1)] is the potential-energy difference between the system
with one atom displaced and all the other N − 1 atoms kept in place, and the system
before displacement. In one MC cycle, N times of the attempted displacement are
performed, so that on average each atom is attempted to be displacement once.

6.2. Born-Oppenheimer Molecular Dynamics

Molecular Dynamics simulation is a technique for computing the equilibrium thermo-
dynamic properties, and dynamical phenomena such as transport of a classical many-
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6.2. Born-Oppenheimer Molecular Dynamics

body system at finite temperature. Classical means that the nuclear motion of the
constituent particles obeys the laws of classical mechanics. In this work, we use ab
initio molecular dynamics (AIMD) which combines finite temperature dynamics with
forces obtained from electronic structure calculations performed ‘on the fly’ as the MD
simulation proceeds. In the following of this section, we confine the discussion on the
Born-Oppenheimer molecular dynamics. An alternative type of AIMD is known as Car-
Parrinello molecular dynamics (CPMD). [77] In CPMD, the dynamics of electrons and
nulei are coupled by adding an extra term (the electronic degrees of freedom) to the
Hamiltonian/Langrangian of the system. We will not discuss the CPMD further, since
it is not used in the thesis.

Due to large difference between the masses of atomic nulei and electron mass, the
time scales of their respective motion are also much different. In the Born-Oppenheimer
molecular dynamics, the static electronic-structure problem is straightforwardly solved
in each molecular-dynamics step given the set of fixed nuclear positions at that instant
of time. That is, the electronic-structure part is reduced to solving a time-independent
Schrödinger equation, concurrently to propagating the nuclei according to classical me-
chanics. Accordingly, the Hamiltonian H for the nuclei is classically described as

H(p,R) ≡ H(p1, · · · ,pN ,R1, · · · ,RN ) =
N∑
I=1

p2
I

2MI
+ V (R1, · · · ,RN ) (6.2)

where p1, · · · , pN are the momenta of the particles and V (R1, · · · ,RN ) is the interpar-
ticle potential.

One of the most significant aspects of an MD calculation is the calculation of the
forces. Forces are calculated by evaluating the negative gradient of the total energy with
respect to the nuclear coordinates, as proved in Hellmann-Feynman theorem. [78,79]

MD simulations are performed via a series of time steps (t0, t1, tk, ...). At t0, (i)
the initial velocities are assigned according to the Maxwell-Boltzmann distribution at
the desired temperature T , (ii) the forces on each atomic nucleus are evaluated, (iii) the
new velocities and positions are computed for all nuclei. At each tk (k > 0) time step,
the (ii) and (iii) steps are repeat.

6.2.1. Integration of Equation of Motion

This section describes the techniques to solve the equation of motion. Since there is
no analytical solution to the equation of motion, the fundamental idea of the numerical
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6.2. Born-Oppenheimer Molecular Dynamics

integrator is the discretization of time. There are several algorithms designed to solve
the equation of motion.

If the position of particle is R(t) at time t, the coordinate of a particle at an adjacent
time can be represented by a Taylor expansion:

R(t+∆t) = R(t) + v(t)∆t+
F (t)

2M
∆t2 +

∆t3

3!

...
R(t) + O(∆t4) (6.3)

where ∆t is the time step in the molecular dynamics simulation. The size of the time step
is of significant importance for a reliable MD trajectory since it determines the accuracy
of the integration. Too large time steps can lead to inaccuracies of the integration that
the molecule falls apart after just a few MD steps while the small time steps cause too
expensive computations. The time step adopted in this thesis is δt = 1 fs. Tests for the
accuracy of this time step can be found in Appendix A.2.

One of the simplest numerical integration method is the Euler Scheme where the
expansion is truncated after the second order. The error of Euler integrator is O(t3),
the least accurate. Therefore, It is crucial to select a integration algorithm resulting in
a reliable MD trajectory. There are some well-known criteria to follow:

• Accuracy for large time steps ∆t in a long time span
• The MD trajectory should be time-reversible
• Conservation of total energy
• Low memory and fast execution speed

The term “time-reversible” means that the trajectory gets back to the starting point
after running forward and then backward by the same number of time steps.

The previous position of the particle is expanded,

R(t−∆t) = R(t)− v(t)∆t+
F (t)

2M
∆t2 − ∆t3

3!

...
R+ O(∆t4) (6.4)

Summation of Eq. 6.3 and Eq. 6.4, results in the Verlet integration [80] step for the
position:

R(t+∆t) = 2R−R(t−∆t) +
F (t)

M
∆t2 + O(t4) (6.5)

The estimation of the new position includes an error of order ∆t4. Notice that there
is no need for knowing velocities when computing the new positions. But the velocities
can be derived if needed by Eq. 6.3 subtracting Eq. 6.4:

v(t) =
R(t+∆t)−R(t−∆t)

2∆t
+ O(t2) (6.6)
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6.2. Born-Oppenheimer Molecular Dynamics

The velocities obtained by Verlet integrator is less accurate than the positions, but it is
accurate enough to conserve the kinetic energy with a proper choice of time step.

Verlet algorithm was first introduced by Loup Verlet in 1957 and offers greater
stability than the Euler method. Generally, Verlet-like algorithm are regarded to be
symplectic integrators, which indicates that the conservation of the volume element of the
phase space and time-reversibility are included in these integrators. The merits of Verlet
integrator are: the algorithm is straightforward, and needs only modest storage, and is
time-reversible. However, it only reaches moderate precision, especially the precision of
velocities are O(∆t2). Furthermore, it needs initialization of R(t−∆t).

Another related, and more commonly used algorithm is Velocity Verlet algorithm,
which requires no information of the position at t−∆t. In this integrator, the position
is estimated same as that of Euler method, and the velocity is calculated by

v(t+∆t) = v(t) +
F (t) + F (t+∆t)

2
∆t+ O(t2) (6.7)

The error of the velocity Verlet integrator is of the same order as the original Verlet
method. It requires the information of velocities at time t and forces at times t and
t+∆t, So the Velocity algorithm is more memory consuming than the basic one.

Another very important criterion is to keep energy conservation. Typically, high-
order algorithms tend to obtain good energy conservation for a few time steps, but have
the energy drift for long times. Among those, Verlet and its related algorithm proved
to have moderate energy conservation while little long-term drift. In this thesis, the
velocity Verlet integrator is used.

6.2.2. Thermostats

During a MD simulation, the forces among atoms are calculated and the Newton equa-
tion is numerically integrated in order to obtain one displacement step for all atoms [46].
This scheme samples the constant energy E, constant V , constant N ensemble (micro-
canonical). In order to sample the canonical ensemble, the velocities of the atoms need to
be modified in order to obey the Maxwell-Boltzmann distribution at the desired T . Con-
trolling the temperature and guaranteeing the quality of the generated trajectories are
crucial issues in any molecular dynamics. This is achieved via numerical thermostats [46].
There are different schemes [81, 81–83] to perform Molecular Dynamics simulations at
constant temperature.
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6.2. Born-Oppenheimer Molecular Dynamics

In a canonical ensemble, the number of particles, the volume and the temperature
are constant. Under the constant temperature condition, the absolute value of momenta
follow the Maxwell-Boltzmann distribution:

P (p) = (
β

2πM
)3/2e−βp2/(2M) (6.8)

In recent years, another very popular thermostat was presented for canonical sam-
pling by Bussi, Donadio and Parrinello. [84] and named as stochastic velocity-rescaling
thermostat. In this algorithm, the velocities of all particles are rescaled by a properly
constructed random force, in order to enforce correct canonical distribution of kinetic en-
ergy. Any deviation of the instantaneous kinetic energy K(t) is corrected in the following
way:

dK =
[
K̄ −K(t)

]dt
τ

+ 2

√
K(t)K̄

Nfτ
ξ(t) (6.9)

where K̄ is the target kinetic energy, the instantaneous kinetic energy is K(t) = p2(t)
2m ,

τ is the relaxation time of the thermostat, Nf is the number of degrees of freedom of the
system, and ξ is Wiener noise term obeying

⟨
ξ(t)ξ(t

′
) = δ(t− t

′
)
⟩
. In practice, velocities

are updated by the velocity-verlet integrator. After the kinetic energy is evaluated, the
velocities are rescaled by a factor α:

α2 =e−∆t/τ +
K̄

NfK

(
1− e−∆t/τ

)
(W 2

1 +

Nf∑
i=2

W 2
i )

+ 2e−∆t/2τ

√
K̄

NfK

(
1− e−∆t/τ

)
W1 (6.10)

where Wi are random numbers generated based on Gaussian distribution with unitary
variance. [85]

A quantity named pseudo-Hamiltonian H̃(t) can be defined to be constant and plays
a role similar to that of the energy in the microcanonical ensemble.

H̃(t) = H(t)−
∫ t

0

(
K̄ −K(t

′
)
)dt′
τ

− 2

∫ t

0

√
K(t′)K̄

Nf
τ ξ(t

′
) (6.11)

The conservation of H̃ provides a way to evaluate the accuracy of the integration. The
physical meaning of Eq. 6.11 is that the fluxes of energy between the system and the
thermostat are exactly balanced.
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6.2. Born-Oppenheimer Molecular Dynamics

A relaxation time of the thermostat can be chosen such that the dynamic trajectories
are not significantly affected. It does not have ergodicity problems and yields the correct
canonical distribution of kinetic energy. The pseudo Hamiltonian is constant and can be
used to verify how much the numerical procedure generates configurations that belong
to the desired NV T ensemble and to provide a guideline for the choice of the integration
time step. In this thesis, the stochastic velocity-rescaling thermostat is used together
with velocity Verlet integrator to perform the molecular dynamicsin NV T ensemble,
which has been already implemented in the FHI-aims [86]..

To sum up, in this chapter, the standard Metropolis MC moves and Born-Oppenheimer
molecular dynamics simulation in NV T ensemble are described to treat the movement
of the atom on the PES. The choice between the two schemes, MC or MD, for the
canonical sampling step of our REGCMC or REGCMD algorithm is dictated only by
convenience. In both case our choice is to perform few (about 20) MD steps or MC
cycles between two applications of the REMC step, in order to take full advantage of
the enhanced sampling allowed by the REGC accepted moves.
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7. Potential-Energy Surface

A potential-energy surface(PES) is a mathematical function that gives the internal en-
ergy of a molecules as a function of its geometry. This chapter describes the methods
characterizing the PES.

7.1. Force Field

Force Field (FF) is a mathematical expression with a set of parameters in this formula
to calculate the interatomic potential energy as a function of atomic positions. The
parameters are typically determined from ab initio quantum-mechanical calculation.
One of the simplest interatomic potentials is the Lennard-Jones (LJ) potential [87]. The
general form of the LJ potential is as follows:

ELJ =
∑
i ̸=j

(
4ϵij

[(σij
rij

)12
−
(σij
rij

)6])
(7.1)

where rij is the interatomic distance between atoms i and j. The parameter σij rep-
resents the interatomic distance where the LJ energy is zero while ϵij represents the
minimum interaction energy as show in Fig. 7.1. This potential only include the inter-
actions between pairs of atoms and is thus named two-body potential. The two-body
potential consists of an attractive term (−4ϵij(σij/rij)

6) that describes the van der Waals
polarization energy and a repulsive term (4ϵij(σij/rij)12). Usually, the individual atomic
parameters are given, while the parameters for each different pair of atoms are calculated
by combine the individual ones. For instance, ϵij = (ϵiϵj)

1/2 and σij =
1
2(σi + σj).

The potential described in Eq. 7.1 is also referred to 12-6 LJ potential. In our
first application, we just like to demonstrate the concept of REGC method is applied to
two-species Lennard-Jones surfaces. The interactions in that system are described by
this simple 12-6 LJ potential, and the details of parameters are listed in chapter. 10. Be-
sides the simplest LJ potential, there are many other classical (non-reactive) force-field
potentials. The functional form of classical force-field potential includes terms repre-
senting bond stretching, angle bending, rotation about dihedrals, improper dihedrals,
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7.2. Many-Body Problem

Figure 7.1.: 12-6 Lennard-Jones potential.

and non-bonded interactions. Bond stretching, angle bending, and improper dihedrals
are all modeled by harmonic functions. However, such descriptions are inadequate for
modelling chemical reactions as bonds break and form. ReaxFF is a reactive force field
technique that uses the concept of bond order to model the interactions within a chem-
ical system. [89–91] All other force-field potentials except LJ potential are not used in
this thesis, so the relevant technique details are not discussed here.

7.2. Many-Body Problem

The dynamics of a time-independent scalar-relativistic system is governed by the time-
independent Schrödinger equation

ĤΨ(r,R) = EΨ(r,R) (7.2)

where Ψ(r,R) is the many-body wavefunctions, E is the total energy of the system and
Ĥ is the Hamiltonian of the system in atomic units.

Ĥ = T̂nuc + T̂e + V̂nuc−e + V̂e−e + V̂nuc−nuc (7.3)

where T̂nuc and T̂e are nuclei an electron kinetic operators, respectively.

T̂nuc = −
Nnuc∑
I

ℏ
2MI

∇2
I (7.4)
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7.3. Born-Oppenheimer Approximation

T̂e = −
Ne∑
i

ℏ
2me

∇2
i (7.5)

V̂nuc−nuc and V̂e−e are nucleus-nucleus and electron-electron Coulomb interaction oper-
ators, respectively.

V̂nuc−nuc =
1

2

Nnuc∑
I ̸=J

ZIZJe
2

|RI −RJ |
(7.6)

V̂e−e =
1

2

Ne∑
i ̸=j

e2

|ri − rj |
(7.7)

The nucleus-electron Coulomb interaction operator V̂nuc−nuc is expressed:

V̂nuc−e =
Ne∑
i

Nnuc∑
I

ZIe
2

|ri −RI |
(7.8)

where Nnuc and Ne are the total number of nuclei and electrons in the simulated system,
respectively. I and J are the indices of the nuclei, i, j are the indices of electrons,
MI and me are the masses of the nuclei and electrons, respectively. In total, there are
3Nnuc + 3Ne degrees of freedom since each electron or nucleus can move in x, y and z

coordinates. There is no exact solutions of Eq. 7.2 except for a few number of systems,
such as hydrogen atom, ionized hydrogen molecule and helium ion. In order to obtain a
feasible solution of the many-body Hamiltonian, some approximations are needed to be
introduced, as the Born-Oppenheimer approximation.

7.3. Born-Oppenheimer Approximation

Born-Oppenheimer (BO) approximation [92]allows us to decouple the nuclear and elec-
tronic degrees of motion; the nuclei are of order ∼ 103−105 times more massive than the
electrons, and therefore may be considered to be stationary on the electronic timescale.
As a result of this, it is possible to neglect the nuclear kinetic energy contribution to the
system energy. The “electronic” part of Hamiltonian Ĥe is

Ĥe = T̂e + V̂nuc−e + V̂e−e (7.9)

Considering Φl(r;R) is to be the electronic eigenfunctions for Ĥe, thereby, the nonrela-
tivistic Schrödinger equation for the many-electron wavefunction Φl(r;R),{

−
Ne∑
i

ℏ
2me

∇2
i +

Ne∑
i

Nnuc∑
I

ZIe
2

|ri −RI |
+
1

2

Ne∑
i ̸=j

e2

|ri − rj |

}
Φl(r;R) = Ee

l (R)Φl(r;R) (7.10)
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7.3. Born-Oppenheimer Approximation

The many-body wavefunction are then expressed by:

Ψ(r,R) =
L∑
l

χl(R)Φl(r;R) (7.11)

As a consequence, the Schrödinger equation for nuclear dynamics is[
T̂nuc + V̂nuc−nuc + Ee

l (R)
]
χl(R) = Elχl(R) (7.12)

To investigate the validity of the BO approximation, left multiplication
⟨
Φl′ (r;R)| to

Eq. 7.2, obtaining[⟨
Φl′ (r;R)|T̂nuc|Φl(r;R)

⟩
+ Vnuc−nuc + Ee

l (R)
]
|χl(R)

⟩
= El|χl(R)

⟩
(7.13)

based on the property ⟨
Φl′ (r;R)|Φl(r;R)

⟩
= δll′ (7.14)

⟨
Φl′ (r;R)|T̂nuc|Φl(r;R)

⟩
=−

L∑
l

Nnuc∑
I

ℏ
2MI

[
∇2

Iχl(R)δll′+

2Φ∗
l′
(r;R)∇Iχl(R)∇IΦl(r;R)+

Φ∗
l′
χl(R)∇2

IΦl(r;R)
]

(7.15)

The first term in the Eq. 7.15 is the kinetic energy of nuclei Tnuc, and the last two terms
are the interaction between two different electronic states caused by the nuclei motion,
referred to non-adiabatic or vibronic interactions. According to BO approximation, these
interactions are very small and commonly neglected. [92] Thus the El in Eq. 7.12 is
termed as the EBO

l (R), the Born-Oppenheimer potential energy surface, corresponding
to V (R1, · · · ,RN ) in Sec. 6.2

Although this equation is exact within the non-relativistic regime, it is not possible,
except for trivially simple cases, to solve it. There are two reasons for this: one mole
of a solid/gas/liquid contains N > 1024 electrons; since the many-electron wavefunction
contains 3N degrees of freedom, this is simply intractable; further, the electron-electron
Coulomb interaction results in the electronic motions being correlated. Consequently
the many-body wavefunction is a complicated mathematical object that incorporates the
effects of this correlation, preventing a separation of the electronic degrees of freedom
into N single-body problems. Further, the interaction is too strong to be treated as
a perturbation. Thus we must search for approximations that render the Schrödinger
equation tractable to numerical solution, whilst retaining as much of the key physics as
is possible.
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7.4. Hartree-Fock Method

7.4. Hartree-Fock Method

Hartree-Fock theory is fundamental to much of electronic-structure theory. It was
developed to solve electronic Schrödinger equation Eq. 7.10 which results from time-
independent Schrödinger equation after involving Born-Oppenheimer approximation.

The exact eigenfunctions of the full electronic Hamiltonian are known only for one-
electron systems, like hydrogen atom or He+. Therefore, the basic idea of Hartree-
Fock theory is from the simplest atom, hydrogen, to solve the Eq. 7.10. In Hartree
approximation, if more than one electron are added to the system, electrons are assumed
to not interact with each other, then the total electronic wavefunction would be the
product of hydrogen atom eigenfunctions. Obviously, the assumption is pretty serious.
Nonetheless, it provides a way to start with a general form of wavefunction

Φ(r1, r2, · · · , rNe) = ϕ1(r1)ϕ2(r2) · · ·ϕNe(rNe) (7.16)

Which is known as Hartree product. [93] The Hartree method is fairly convenient and
useful, but the major drawback is that it fails to satisfy the Pauli exclusion principle that
two or more identical fermions cannot occupy the same quantum state simultaneously.
In order to satisfy the criteria that the wavefunction is antisymmetry for fermions, the
Slater determinant is proposed [94,95]

Φ =
1√
Ne!

∣∣∣∣∣∣∣∣∣∣∣

ϕ1(r1) ϕ2(r1) · · · ϕNe(r1)

ϕ1(r2) ϕ2(r2) · · · ϕNe(r2)
...

... . . . ...
ϕ1(rNe) ϕ2(rNe) · · · ϕNe(rNe)

∣∣∣∣∣∣∣∣∣∣∣
(7.17)

As a consequence, the electrons in the Slater determinant functional form are all indis-
tinguishable and each electron is associated with every orbital. It turns out that the
assumption that the electrons can be described by an antisymmetrized product (Slater
determinant) is equivalent to the assumption that each electron moves independently of
all the others except that it feels the Coulomb repulsion due to the average positions of
all electrons and it also experiences a “exchange” interaction due to antisymmetriza-
tion. Hence, Hatree-Fock theory is also referred to as an independent particle model or
a mean field theory.

A determinant can be constructed and written in shorthand as |ij · · · k⟩ by a list of
occupied orbitals {ϕi(r),ϕj(r), · · ·ϕk(r)}. So the Hartree-Fock energy can be re-written
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as:
EHF =

∑
i

⟨i|ĥ|i⟩+ 1

2

∑
i ̸=j

[
⟨ii|V̂e−e|jj⟩ − ⟨ij|V̂e−e|ji⟩

]
(7.18)

Where ĥ is the sum of electron kinetic operator and electron-nucleus interaction oper-
ator.12

∑
i ̸=j⟨ii|V̂e−e|jj⟩ is named as Hartree energy EHartree, while 1

2

∑
i ̸=j⟨ij|V̂e−e|ji⟩ is

labelled as HF exchange energy Ex. If i = j, the self-interaction of electrons is cancelled
automatically from exchange term. While HF energy is variational and includes correct
exchange energy, it has no explicit correlation of electron movement. Therefore, the
correlation energy is defined as the difference between HF energy and the exact energy
calculated from true wavefunction. The correlation energy are included by improving
the many-particle wave function, known as configuration interaction (CI). [96] In prin-
ciple, it provides the exact wave function from which most properties can be calculated.
However, the explosive increase in the number of configurations with increasing electron
number limits the application of CI only to the systems with few electrons.

7.5. Density Functional Theory

Wave-function-based methods have been presented in the previous chapter. In this
section, A different approach was taken to handle the many-electron problem to ob-
tain the ground state of the system using electronic density instead of 3Ne dimensional
wave function. The prototype for modern density-functional theories is Thomas-Fermi
(TF) scheme [97, 98]. Till 1964, Hohenberg and Kohn gave a mathematically rigorous
demonstration that the ground-state properties can be the functional of the electronic
distribution n(r). [99]

• Theorem I The external potential Vext(r) acting on any system of interacting
particles is uniquely determined by the ground-state particle density n0(r)

• Theorem II A universal functional for the energy E[n] can be defined in terms
of density n(r): E[n] = F [n]+Vext where F [n] = T [n]+Ee−e[n]. The exact ground-state
density minimize the functional E[n] to get the exact ground-state energy.

Notice that E[n] and F [n] are the functionals of electron density n. These assertions
are so encompassing and the following proofs are simple enough and included most
textbooks (e.g., ref [100]) Another instructive definition of a functional was give by
Levy [101, 102]and Lieb [103]. While these theorem are rigorously proved, they provide
no practical way to how to calculate the densities or how to build the functional forms.
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7.5.1. The Kohn-Sham equations

The necessity of both Hohenberg-Kohn and Levy-Lieb theorems is that a functional of
density need to be known. The exact kinetic functional of density, however, is unknown.
The challenge of finding reasonable approximation to energy functionals is greatly sim-
plified by a different scheme proposed by Kohn and Sham (1965). [104] There are two
assumptions in Kohn-Sham ansatz:

1. The exact ground-state density of the many-body system can be represented by
the ground-state density of an auxiliary system of non-interacting particles

2. The Hamiltonian of the auxiliary system consists of the non-interacting electron
kinetic functional Ts[n] and the effective local potential Veff(r)

Where the effective potential Veff(r) is the summation of three terms: the Hartree
energy EHartree[n], the electron-nuclear energy (external field) and exchange-correlation
energy Exc[n] where all many-body effects of exchange and correlation are grouped.

According to the first assumption, the ground state density n0 of the interacting
system is equal to the ground state density of the non-interacting system

n0(r) = nKS(r) =
Ne∑
i=1

|ϕi(r)|2 (7.19)

where ϕi(r) is single-electron wave functions (orbitals) The non-interacting kinetic en-
ergy Ts is given by

Ts = −1

2

Ne∑
i=1

⟨ϕi|∇2|ϕi⟩ (7.20)

The Hartree energy is defined as a functional of electron density as

EHartree[n] =
1

2

∫
d3rd3r′

n(r)n(r′)

|r − r′|
(7.21)

As a consequence, in the Kohn-Sham scheme for the full interacting many-body problem,
the ground state energy functional are in the following form

EKS = Ts[n] +

∫
d3rVext(r)n(r) + EHartree[n] + Exc[n] (7.22)

Here Vext is the external potential due to the nuclei or any other external fields. So
Vext and EHartree have the explicit functional form of electron density. The independent-
particle kinetic energy Ts is also given clear functional of the orbitals. Therefore, the
exchange-correlation energy is expressed as

Exc[n] = ⟨T̂e−e⟩ − Ts[n] + ⟨V̂e−e⟩ − EHartree[n] (7.23)
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If the functional Exc[n] were known, the Kohn-Sham ansatz for independent particles can
provide the exact ground state energy and density, also other ground state properties of
the many-body interacting electron system. Unfortunately, there is no exact expression
for Exc[n] but many approximate forms proposed, so that it is feasible for Kohn-Sham
approach to calculating the ground state properties of many-body electron systems.

Minimization of the KS energy functional with respect to the density n(r) or the ef-
fective potential Veff. The variational equation is derived from variation of wavefunctions
as follows:

∂EKS
∂ϕi(r)

=
∂Ts

∂ϕi(r)
+

[
∂Eext
∂n(r)

+
∂EHartree
∂n(r)

+
∂Exc
∂n(r)

]
∂n(r)

∂ϕi(r)
= 0 (7.24)

subject to the orthogonalization constraints

⟨ϕi|ϕj⟩ = δij (7.25)

The non-interacting kinetic energy varied with respect to single-particle orbital given by

∂Ts
∂ϕ∗

i (r)
= −1

2
∇ϕi(r);

∂n(r)

∂ϕ∗
i (r)

= ϕi(r) (7.26)

The variation of the Lagrange function results in the KS eigenvalue equations(
HKS − ϵi

)
ϕi(r) = 0 (7.27)

where the ϵi are the eigenvalues, and HKS is the effective Hamiltonian in KS scheme.

HKS = −1

2
∇2 + VKS(r) (7.28)

with

VKS(r) = Vext(r) +
∂EHartree
∂n(r)

+
∂Exc
∂n(r)

= Vext(r) + VHartree(r) + Vxc(r) (7.29)

Equations (7.24)-(7.29) are the well-known Kohn-Sham equations. Notice that dur-
ing the derivation of these equations, there is no any approximation to the functional
Exc[n(r)], which implies that KS equations works with any form of exchange-correlation
functional and its accuracy relies on how exact the approximation of functional Exc[n(r)]

is.
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Given the explicit form of exchange-correlation functional, the Schrödinger-like
independent-particle equations could be solved self-consistently. Generally, initial guess
of electron density is given to calculate the effective KS potential in Eq. 7.29. With
the Lagrange multipliers, KS eigenvalue equations Eq. 7.28 could be solved for the
eigenfunctions ϕi(r), then the electron density is updated based on Eq. 7.19 with the
eigenfunctions. This procedure is iterative until the convergence is reached, that is, the
calculated total energy is closely approaching its minimum.

7.6. Exchange-Correlation Functional

Due to its success of practical, approximate functionals, density-functional theory be-
come the most widely used method today for calculating electronic structure. The crucial
term in the Kohn-Sham method is the exchange-correlation energy in the functional of
density Exc[n(r)]. This part is devoted to discuss some approximations to the exact
xc functional used in this thesis including PBE [105], PBE0 [106] and HSE [107, 108]
functionals, and van der Waals correction proposed by Tkatchenko and Scheffler [109].

The most important approximations for Exc[n(r)] have a quasilocal form. This form
is

Exc[n(r)] =

∫
drn(r)ϵxc([n(r̃)], r) (7.30)

where ϵxc([n(r̃)], r) is an exchange-correlation energy per electron at point r that de-
pends primarily upon the density n(r̃) in at point r̃ in the neighborhood of r. The
term “neighborhood” is a microscopic distance such as the local Germi wavelength
λF ≡

[
3π2n(r)

]−1/3 or TF screening length. Notice that the xc energy density ϵxc

is not uniquely defined by Eq. 7.30, this definition is motivated by the analysis of
exchange-correlation hole. [110–112]

The exchange-correlation potential Vxc(r) as the third term in Eq: 7.29 is the
functional derivative of Exc. Together with Eq: 7.30, Vxc(r) can be written as

Vxc(r) = ϵxc([n(r̃)], r) + n(r)
∂ϵxc([n(r̃)], r)

∂n(r)
(7.31)

The second term is called response potential [113] because it indicates the changes of the
exchange hole with the change of density. In an insulator, the nature of electronic states
changes discontinuously as a function of electron density n at a band gap, thereby this
derivative is discontinuous at a band gap. This is named as “derivative discontinuity”
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7.6. Exchange-Correlation Functional

since adding a single electron leads to that the Kohn-Sham potential for all the electrons
in a crystal shift by a constant. [114,115] None of these properties is incorporated in any
simple xc functionals such as local density or gradient approximations.

7.6.1. Local-Density Approximation

It is already pointed out in the seminal paper by Kohn and Sham [104] that solids can
be approximated as close to the limit of the homogeneous electron gas (HEG). In the
HEG limit, the nature of the electron exchange and correlation have local characteristic.
Thereby, the simplest and remarkable practical approximation for Exc[n(r)], the so-
called local-density approximation (LDA), is proposed

ELDA
xc [n(r)] =

∫
drn(r)ϵxc(n(r)) =

∫
dr
[
ϵxn(r) + ϵcn(r)

]
(7.32)

where ϵxc(n(r)) is an exchange-correlation energy per particle of a uniform electron gas
of density n. The exchange part is give by

ϵx(n) = −0.458

rs
(7.33)

where rs is the radius of a sphere containing one electron and given by 4π/3r3s = n−1.
The correlation part is estimated by Wigner [116],

ϵc(n) = − 0.44

rs + 7.8
(7.34)

Despite of its simplicity, the LDA is exact for densities varying slowly on the scale of
the local Fermi wavelength, and even provide comparable accuracy with HF for atoms
and molecules, but less computational demanding. The error of the exchange part is
typically within 10%, while normally overestimating the correlation energy by about a
factor of 2. These two errors can be cancelled partially. On the one hand, LDA provides
the ionization energies of atoms, dissociation energies of molecules and cohesive energies
with a fair accuracy of 10−20%. On the other hand, the bond length is underestimated,
leading to overestimation of bond strength. [117,118]

7.6.2. Generalized gradient approximations

To remedy the shortcomings of LDA, the gradients term of the density is proposed to
include in the exchange-correlation potential via Taylor expansion (gradient expansion
approximation) for the system where the density varies rapidly. However, the gradient
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7.6. Exchange-Correlation Functional

expansion approximation does not consistently improve over the LDA due to: 1) it
violates the sum rules [119]; 2) Unphysical effects would be caused when only using
Taylor expansion for the system where the density varies too rapidly, e.g., the correlation
energies may become positive. [120] The basic problem is that in the real materials, the
gradients are too large to break the expansion down.

The term generalized-gradient approximation (GGA) denotes there are a group of
ways proposed to improve the large gradients behavior in order to preserve the desired
properties. A general form is defined as

EGGA
xc [n(r)] =

∫
drn(r)ϵxc(n(r), |∆n(r|)

≡
∫

drn(r)ϵHEG
x (n(r))Fxc(n(r), |∆n(r|, · · · ,) (7.35)

where ϵHEG
x is exchange energy of homogeneous electronic gas given in Eq. 7.33, while Fxc

is dimensionless term including gradient of density. For this enhanced factor, there are
three widely used forms proposed by Becke (B88) [121], Perdew and Wang (PW91) [122],
and Perdew, Burke, and Enzerhof (PBE) [105]. PBE is non-empirical functional and
does not rely on any experimental data.

GGA improves on LDA for atomization energies and cohesive energy, and describes
well lattice constants, with 3 times computational cost. Especially for covalent bonds and
weakly bonded systems many GGAs are far superior to LDA. However, GGA suffers the
similar limitations with LDA since they are all semi-local XC functionals. The most well-
known drawback of the semi-local XC functionals (LDA and GGA) is the discontinuity at
the band gap for the insulator. The GGA-PBE is used throughout the Replica-Exchange
Grand-Canonical molecular dynamics simulations in this work. The benchmark can be
found in Appendix A.2.

7.6.3. Hybrid density functionals

The starting point of hybrid density functionals was proposed by Becke. [123] The idea
behind it is to include a fraction of exchange energy in Hartree-Fock and mix the ex-
change (and the correlation) of a semi-local functional. Notice that the HF exact ex-
change energy is calculated using single-particle orbitals ϕi different from the HF ones
(a slater determinant).

In the original idea of Becke, 50% of exact exchange energy was mixed with an
equal 50% of XC contribution from LDA. Let’s name it as half-and-half theory. [123]
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7.6. Exchange-Correlation Functional

The half-and-half theory is defective in several respects. The uniform electron-gas limit
is not obtained, a disturbing failure from a formal density-functional perspective. Also,
the semiempirical generalization gives good atomization energies only, while ionization
potentials and proton affinities are extremely poor.

Accordingly, there were various schemes pointed out to refine the half-and-half one.
One of the most popular way in quantum chemistry community is the B3LYP [124].
The B3LYP functional has a very broad use in chemistry community since it success-
fully predicts the atomization energies of molecules. Despite its great success, the B3LYP
functional has its own shortcoming in several aspects. First of all, its accuracy is at-
tributed to the cancellation of systematical errors. Besides, its computational cost limits
its application to the extended systems.

One of the most popular non-empirical global hybrid GGA is PBE0 [125] (with
pre-defined 25% exact exchange), which has the following form:

EPBE0
xc [n] = 0.25Eexact

x + 0.75EPBE
x + EPBE

c (7.36)

A screened Coulomb potential is introduced only to the exchange interaction in
order to screen the long-range part of the HF exchange. [107,108] Thereby, the Coulomb
operator are separated into short-range (SR) and long-range (LR) components in the
form of:

1

r
=

erfc(ωr)
r

+
erf(ωr)

r
(7.37)

The first term is the SR term while the second is the LR component. ω is an adjustable
parameter and erfc(ωr) = 1− erf(ωr). Therefore the pure exchange terms of PBE0 Eq.
7.36 can be re-expressed as follows:

EPBE0
x [n] = αEexact,SR

x (ω)+αEexact,LR
x (ω)+(1−α)EPBE,SR

x (ω)+EPBE,LR
x (ω)−(1−α)EPBE,SR

x (ω)

(7.38)
Numerical tests indicate the contribution of long-range HF and PBE exchange part is
rather small to the xc funcational compared to others and they tend to cancel out.
Therefore, the long range exchange part is neglected , then getting a screened Coulomb
potential hybrid density functional of the form:

EHSE
x [n] = αEexact,SR

x (ω) + (1− α)EPBE,SR
x (ω) + EPBE,LR

x (ω) + EPBE
c (7.39)

Compared to PBE, PBE0 and HSE significantly improve the description of band gap for
insulators and semiconductors. Therefore, the HSE functionals is used to calculate the
HOMO-LUMO gap silicon surfaces in chapter 12.
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7.6.4. Van der Waals corrections in density-functional theory

Density-functional theory has developed into the most successful and wide-spread ap-
proach for accurately predicting various physical properties of a wide range of materials
systems. Despite its great success, there are situations where the approximation forms
(LDA/GGA/hybrid) of the xc functionals failed. For instance, these local/semi-local
xc functionals suffer from the inability when describing the long-range electron correla-
tions, also known as electron dispersion. The electron dispersion can be regarded as an
attractive interaction originating from the response of electrons in one region to instan-
taneous charge density fluctuations in another. The leading term of such an interaction
is instantaneous dipole-induced dipole which gives rise to the well known − 1

R6 decay of
the interaction energy with interatomic separation R. Standard XC functionals do not
describe dispersion due to: (a)instantaneous density fluctuations are neglected; and (b)
only local properties are accounted for to calculate the XC energy.

The electron dispersion is also referred to as van der Waals (vdW) forces since it
was first introduced in J. D. van der Waals doctoral thesis ”on the continuity of the
gaseous and liquid state”. [126]. In the terminology of chemistry the term vdW includes
the following forces between molecules: (i) two permanent dipoles (Keesom force), (ii)
a permanent dipole and a corresponding induced dipole (Debye force), and (iii) two
instantaneously induced dipoles (London dispersion force). [127–129]

Many DFT-based dispersion techniques have been developed. The basic require-
ment for any DFT-based dispersion scheme should be that it yields reasonable −1/R6

asymptotic behavior for the interaction of particles in the gas phase, where R is the
distance between the particles. Therefore, a simplest approach is to add an long-range
attractive energy term to the total energy of DFT EDFT like

Etot = EDFT + Edisp (7.40)

where the long-range dispersion is then calculated by

Edisp = −
∑

CAB
6 /R6

AB (7.41)

The dispersion here is calculated by summing over all pairs of atom A and B and therefore
is assumed to be pairwise additive. The dispersion coefficients CAB

6 depend on the
elemental pair A and B, and are independent of direction (isotropic) and constants.

The vdw correction used in this thesis is proposed by A. Tkatchenko and M. Scheffler
(TS-vdw) in 2009. [109] The dispersion energy calculated in TS corrections shares the
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same expression in Eq. ??, but relies on reference atomic polarizabilities and reference
atomic C6 coefficients.

fdamp(RAB, R
0
A, R

0
B) =

1

1 + e

[
−d
(

RAB
sRR0

AB
−1
)] (7.42)

where R0
AB = R0

A +R0
B, d and sR are free parameters.

The effective volume is defined to take the environment dependence into C6 term
account expressed as

Ceff
6AA =

( V eff
A

V free
A

)
C free
6AA =

( ∫ r3neff(r)d3r∫
r3nfree(r)d3r

)
(7.43)

where C free
6AA are the coefficients of free atoms easily found in the Chu and Dalgarno

database. [130] nfree(r) is the density of the free atom. The effective density neff(r)

is calculated by Hirshfeld partition. [131] The accuracy of the TS-vdw correction is
significantly high and only 5.5 % MAPD on the reference Meath et, al. data.

So far only pairwise additive vdW methods are discussed. To capture the con-
tributions beyond the pairwise, the original TS-vdW method for molecules and solids
is extended by self-consistently including long-range screening effects in the effective
atomic polarizabilities. [132] The extended model is termed as TS-vdw+SCS. The de-
tailed explanation of TS-vdw+SCS can be found in Reference [132].
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8. Calculating Phase Diagrams

After a REGC simulation, we obtain Ωl,m equilibrium samples from each of the S =

L×M thermodynamic states (µm, V, Tl) within the grand-canonical ensemble. For each
sample, a wide range of observable values can be collected, starting from the potential
energy, the number of particles, and going to properties that are not related to the
sampling rules. For instance, structural quantities like the radial distribution function
or electronic properties such as the HOMO-LUMO gap of the system. In order to
construct a phase diagram for the studied system, one has first to define which phases
are of interest. For instance, we can define as one phase all samples with the same
number of particles N . The task is then to evaluate the free energy fi(µ,T ) of phase i,
as function of µ and T , and for each value of (µ,T ) the most stable phase is the one with
lowest free energy. From textbook statistical mechanics, the free energy is related to the
probability pi to find the sampled system in a certain phase (i.e., having a certain value
of an observable quantity) as follows:

fi(µ,T ) = −kBT ln pi(µ,T )

= −kBT ln
∫
Γ dRχi(R) q(R;µ,β)∫

Γ dR q(R;µ,β)
(8.1)

where R denotes the configuration of the system, χi is the indicator function for the
state i — e.g., equal to 1 when N is a given N∗ and 0 otherwise —, and q(R;µ,β) is the
density function for the specific statistical ensemble. The integrals are over the whole
configuration space Γ.

The normalization term at the denominator of Eq. 8.1 is known as the partition
function, c(µ,β). Once q(R;µ,β) is defined for the sampled ensemble (see further), the
nontrivial task is to estimate c(µ,β), in order to evaluate the free energy and find its
minimum.

To efficiently estimate the partition function from our REGC sampling, we adopted
the multistate Bennett acceptance ratio (MBAR) [29] approach, as implemented in the
pymbar code (https://github.com/choderalab/pymbar). The MBAR method starts
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from defining the reduced potential function for the grand-canonical ensemble U(R;µ,β)

for state (µ,β) [29]:
U(R;µ,β) = β

[
E(R)− µN(R)

]
(8.2)

where N(R) is the number of particles for the considered configuration. We note that
there is a sign mistake in front of µN for the corresponding formula in the original MBAR
paper [133]. The grand-canonical density function is then q(R;µ,β) = exp[−U(R;µ,β)].
The MBAR approach provides the lowest-variance estimator for c(µ,β), first by deter-
mining its value over the set of actually sampled states, via the set of coupled nonlinear
equations [29]:

ĉl,m =

Ωl,m∑
i=1

q(Ri,l,m;µm,βl)∑L
l=1

∑M
m=1Ωl,mĉ−1

l,mq(Ri,l,m;µm,βl)
(8.3)

where the index i runs over all the samples in one state. Crucially, all samples enter the
estimator for ĉl,m, at state (l,m), irrespective of the state they were sampled in. Once
the set of equations for the L×M ĉl,m’s is solved, c(µ,β) can be estimated for any new
state (µ,β) via the same formula, with the observation that the ĉl,m’s at the denominator
are now known.

Next, Eq. 8.1 can be evaluated. Following the example where the phase i is identified
by the number of particles in the system, the values of N that minimizes fi(µ, β) is the
stable phase at the particular value of (µ, β). Graphically, one can assign a color to
each value of N and, for each (µi, βj) on a grid, the color is assigned to a pixel of size
(δµ, δβ) centred at (µi, βj) (see Fig. 10.1).

In order to obtain a more familiar (p, T ) phase diagram from the evaluated (µ,β), we
use the relationship µ(p, T ) = kBT ln(p/p0), where p0 is chosen such that −kBT ln(p0)
summarizes all the pressure-independent components of µ, i.e., translational, rotational,
vibrational etc. degrees of freedom. [12,17,44]

We now turn our attention to evaluating the ensemble-averaged value of some prop-
erty, at a given state point (µ, β). To give a concrete example for which we actually
give results in section 10.3, let’s consider the radial distribution function g(r), i.e., the
probability to find a particle at a given distance r from any selected particles, averaged
over all particles and samples. Here, we are in particular interested in the average (or
expected) value of a property like g(r) when the system is in a given phase, e.g., has
a certain number of particles N . The ensemble average value of g(r) at a given r and
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given state point (µ,β), and phase i is:

⟨g(r)⟩µ,β,i =
∫
Γ dRχi(R) g(r;R) q(R;µ,β)∫

Γ dR q(R;µ,β)
(8.4)

where the function g(r;R) at any given r depends on the whole configuration R. In the
MBAR formalism, the integrals are estimated over the sampled points via:

⟨g(r)⟩µ,β,i =
Ωi∑
n=1

g(r;Rn) c
−1
µ,β q(Rn;µ,β)∑

l,mΩl,m,ic
−1
µm,βl

q(Rl,m,i;µm,βl)
(8.5)

where Ωi is the number of samples in phase i and therefore the sum over n runs over
all samples belonging to phase i. Similarly, Ωl,m,i is the number of samples in phase
i in each sampled state point (m,l). In practice, g(r) is discretized into a histogram,
in which bin k counts how many particles are found between distance rk−1 and rk (see
section 10.3 for more details). One should note that the average value of each bin in the
histogram is evaluated independently by MBAR.
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9. Implementation

Due to the inherently parallel nature of replica exchange, the REGC method is well suit-
able for a massively parallel implementation on supercomputers. MD or MC simulation
of each replica at different T are performed simultaneously and independently for a given
number of MD time steps or MC moves. The required computational resources are pro-
portional to the number of replicas S, e.g., if each replica requires q cores, in total, S× q

cores are assigned to this REGC simulation. In practice, The memory requirements are
fully given by the chosen MD/MC engine and the parallel scalability of REGC method
mainly depends on the underlying MD/MC engine. The REGC method has been incor-
porated in the FHI-PANDA code (https://gitlab.com/zhouyuanyuan/fhi-panda),
which is distributed under the MIT License. The FHI-panda code is python package
and is distributed in source code form.

Figure 9.1.: Example input file REGC.in for Si(100) surface.

FHI-panda requires three input files: REGC.in, control.in and geometry.in.
Notice that control.in and geometry.in are the required files in FHI-aims [86] to
perform the MD simulation and MD engine can be extended to any MD package not
only FHI-aims. Fig. 9.1, 9.2, and 9.3 show as examples the regc.in, control.in and
geometry.in files for Si(100) surface. The philosophy of their separation is simple:

• REGC.in contains information directly related to the settings for a REGC cal-
culation. This obviously includes temperature sequence, chemical-potential sequence.
Another important parameter is Uwall: It defines a sphere for the cluster where the
adsorbed atoms are confined. The center of this sphere is the center of mass for the
cluster and the radius is Uwall. For the surface, this parameter defines a distance from
the top layer of the surface to the vacuum. Together with the surface lattice vector, a
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box is formed where the adsorbed atoms are confined.
• control.in contains all other MD-run-specific information. Typically, this file

depends on which code is chosen to perform the MD calculation. It is in the format of
INCAR file for VASP.

• geometry.in contains the initial structure (atomic positions and species) for each
replica. All replicas can share the same initial structure or different replicas can have
different initial structures. It is in the format of POSCAR file for VASP.

Figure 9.2.: Example input file control.in for Si(100) surface. FHI-aims is used to
perform MD calculations.

The REGC algorithm itself is embarrassingly parallel. However, inherently parallel
nature of RE is challenged when the the computational-time cost for MD/MC simulation
of different replicas varies a lot due to the different system sizes. The slowest replica
makes all the other replicas wait, that is, all the other jobs are idling and waiting for
the slowest one to finish, leading to loading unbalance. A simple and effective solution is
to partition a REGC simulation involving a large number of replicas into several REGC
calculations. Notice that the computation cost will not increase because of the partition.
For instance, a REGCMD simulation is performed as benchmark for Si(100) system in
a H2 gas phase with 64 replicas. This was performed on 10 240 cores (256 nodes × 40
cores) and 4 nodes are allocated for the MD run of each replica. In total, there are
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2 000 REGC steps performed for each replica. In each REGC step, 20 MD time steps
(each is 1 fs) have been calculated. Therefore, 20 000 MD time steps (40 ps) have been
performed for each replica. The ratio C is defined as

C =
ttotalMD
ttotal

(9.1)

where ttotalMD is total MD wall-clock time for each replica and ttotal is computer time for
this REGCMD simulation. The ttotal is equal for all the 64 replicas due to the inherently
parallel nature of REGC method. As shown in Fig. 9.4, C is around 0.82 for the quickest

Figure 9.3.: Example input file geometry.in for Si(100) surface. FHI-aims is used to
perform MD calculations.

Figure 9.4.: The ratio of MD total wall time of each replica to the total computer
time for each replica. Test made in Max-Planck-Gesellschaft (MPG) supercomputer
COBRA. [134]
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Figure 9.5.: The box-and-whisker plot of the number N of adsorbed H atoms in each
replica.

replica while it is 0.98 for the slowest one. This means that for the 160 cores distributed
for the quickest replica, the idle time is at most 0.16 to the total computer time. The
idle time becomes less than 1/10 of the total computer time if the 64-replicas REGCMD
simulation is divided into two 32-replicas REGCMD simulations as separated by the blue
dash line in Fig. 9.4. All the MD simulations are performed in the electronic-structure
code package FHI-aims [86]. The box-and-whisker plot of the number of adsorbed H
atoms (N) is shown in Fig. 9.5. The box-and-whisker plot graphically depicts groups of
data through their quartiles. In each box-and-whisker plot, the median Q2 of the dataset
is illustrated as a line inside the box while the first quartile Q1 (25 %) and the third
quartile Q3 (75%) are the lower and upper boundary of the box. The upper whisker is
the largest observed N in the range from Q3 to Q3 + 1.5 × (Q3 − Q1), while the lower
whisker is the smallest observed N in the range from Q1 − 1.5× (Q3 −Q1) to Q1. The
box-and-whisker plots of N shows that the distribution of N in the first 32 replicas is
much different from those in the last replicas.

In practice, the partitioning strategy is implemented by dividing the range of chem-
ical potential into several non-overlapping intervals, while the whole range of tempera-
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tures are kept in each partition. Though replica-exchange between neighbouring chem-
ical potential values but belonging to different partitions can not attempt, it is not a
problem as long as the distributions of sampled observables (primarily, the energy) over-
lap between partitions. In this way the MBAR post-processing takes care of properly
normalizing the statistics.

Figure 9.6.: Single molecular-dynamics tsmd (left panel) and speedup (right panel) as a
function of the number of cores Ncore. Test made in the HLRN-IV phase 1 in Göttingen
System.

The scalability (SC) of a REGCMD calculation is the product of the scalability
of REGC (SCregc) and MD engine (SCmd) and the ratio (C) between the total MD
wall-clock time and the computer time for the REGCMD simulation. Notice that for
the ideal linear scaling, the SC should be equal to 1 independent of number of CPUs
used. The REGC itself is linearly scaling, that is, SCregc = 1. In Fig. 9.6, scaling test
is shown for the computer time of a single MD calculation (tsmd) performed for every
replica at each REGC step. It is seen that the speedup is close to ideal up to Ncore = 160

cores, around 0.8 of the ideal speedup. Therefore,

SC = SCregc × SCmd × C (9.2)

Taking the above 32-replica REGCMD calcuation as example, the C is at least 0.84 and
SCmd is around 0.8 when 160 cores are used for a single MD. Therefore, the scalability of
this REGCMD simulation is around 0.67. This is not satisfactory and the improvement
of scalability of REGC+MD engine is in progress.

In summary, the REGC approach by construction is embarrassingly parallel and
requires little memory for particle exchange or replica exchange. In practice, after par-
ticle/replica exchange, MD/MC engine is required to diffuse the configuration in each
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replica. Therefore, when coupled with MD/MC, in particular ab initio MD, the required
memory for a REGCMD/MC simulation is fully given by the adopted MD/MC engine
due to little memory required in REGC. The parallel scaling is also mainly given by the
MD/MC engine since REGC is linearly scaling.
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Part II.

Applications
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10. Lennard-Jones Surface

In this chapter, the replica-exchange grand-canonical (REGC) approach is applied as a
proof of concept to model system consisting of Lennard-Jones (LJ) particles adsorbing
on the (111) surface of a fcc crystal, also modeled via LJ interactions. The purpose of
this study is to demonstrate how an extensive REGC sampling of the system leads to
the construction of the full T -p phase diagram as well as the a posteriori analysis of
structural details of the identified (meta)stable phases.

The studies system consists of a fcc(111) frozen surface of species A which is in
contact with a gas phase of species-B particles. The interaction between particles in the
surface and gas phase was taken to be a 12-6 LJ potentials ELJ =

∑
i ̸=j 4ϵij [(σij/rij)

12−
(σij/rij)

6]. The parameters ϵAB, and ϵBB are 0.66 and 0.01 eV, respectively. The
reason behind this choice is to have AB (attractive) interactions much stronger than BB
interactions, in order to favor the adsorption of the B particles onto the A particles, as
opposed to the formation of stable clusters of B clusters in the gas phase. The σAA,
σAB, and σBB are 2.5, 1.91 and 1.2 Å. The length of the lattice vectors of this 2D
hexagonal supercell is 11.489 Å. The equilibrium distances deql

ij are mismatched such
that deql

AB > deql
BB, and both are shorter than the fixed AA first-neighbor distances. The

LJ potential is truncated and shifted, such that the potential vanishes at the cutoff
radius (rcij = 2.5σij). The sub-system labelled as A18 is a 2-layer slab with a 3×3 lateral
supercell (i.e., 18 A atoms), periodically replicated in the x and y direction, while the z

direction is aligned with the [111] direction of the slab. Here, the 3× 3 lateral supercell
is chosen as an example, in fact, any supercell size is possible to choose. The spacing
between single layers is around 3.2 Å. Only 2-layer slab is selected since the spacing
between the third layer and the first layer is around 6.4 Å, which is larger than the
rcAB of 4.75 Å. Therefore, there is no interaction between the A particles in the third
layer and B particles adsorbed in the vacuum. Notice that the 2-layer fcc(111) surface
is equivalent to the 2-layer hcp(111) surface, therefore, the same results can be obtained
for the hcp(111) with that for the fcc(111). The gas particle B is only allowed to adsorb
(insert) in the “surface” zone. We defined the “surface” zone as a slab of height 48.0
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Å above (i.e., in the positive z direction), starting from the z position of the topmost
atoms of A18. 48.0 Å is much larger than the thickness (∼ 3 Å) of adsorbed multi-
layer (before condensation). At the same time, particles B are inserted at all x and y

coordinates, uniformly. Insertion and deletion attempts have been performed with equal
probabilities. For every configuration, after each particle/replica exchange attempt, ten
sequential MC moves are performed.

Figure 10.1.: Phase diagrams of a gas-phase (particles B) in contact with a frozen
fcc(111) surface calculated via by MBAR from the REGCMC sampling (panel a) and
aiAT (panel b) at (pB, T ) conditions corresponding to a range from zero adsorbed par-
ticles (region labeled as “pristine”, referred to the surface) to the deposition of the B
particles into a bulk solid. The red line is the melting line for the B particles, the sub-
limation line is blue, and the vaporization line is cyan. The cyan, green and pink stars
correspond to the “corner” states for the REGCMC sampling: (650 K, −0.9 eV), (650
K, −2.4 eV) and (200 K, −0.9 eV), respectively. The fourth corner, (200 K, −2.4 eV)
falls outside the (pB, T ) window shown in the plot. The blue circle indicates (600 K,
8.89× 10−2 atm) and (200 K, 2.03× 10−17atm) is exactly the pink star, corresponding
to two states in Fig. 10.4c and Fig. 10.4b, respectively.

In the calculations, 160 replicas are defined i.e., 10 temperatures ranging from 200
to 650 K, with an interval of 50 K, and 16 chemical potentials ranging from −2.4 to
−0.9 eV, with an interval of 0.1 eV. This gives 160 parallel runs. The range of chemical
potentials is selected such that the lowest value of µ is comparable to and slightly lower
than the adsorption energy of one B particle on A18, in order to assure that the sampling
includes states where zero or few particles are adsorbed (in order to have the pristine
surface appearing in the phase diagram). The highest value of µ is ideally always close
to zero, in order to scan up to the condensation of B particles and formation of a
bulk B phase. The range of temperature was chosen to be slightly lower than the
solid/liquid/gas triple point of the B particles and ranging to few times (here, four)
its critical temperature [135]. In practice, pre-knowledge of the studied system can be
applied in order to frame a suitable (µ, T ) window containing phases of interest. The
spacing between T and µ values is more difficult to estimate a priori. The four “corner”
states are (650 K, −0.9 eV), (650 K, −2.4 eV), (200 K, −0.9 eV) and (200 K, −2.4 eV)

58



10.1. Phase diagram

on the 2D REGC schematic, that is, the choice of the highest temperature with the
highest and lowest chemical potentials and the choice of the lowest temperature with
the highest and lowest chemical potentials. During the simulation, one has to check that
the acceptance ratio of RE attempted moves is not too low, in order to ensure a proper
diffusion of replicas in the (µ, T ) window. For instance, the present choice ensured an
acceptance ratio of about 25%. Configuration swaps were attempted every 100 REGC
steps, and x0 was set equal to 0.99; a total of 1.2× 105 REGC steps were performed to
reach convergence, that is, there was no change in the density of reduced-energy states
ρ(U), with increasing simulation steps. The density ρ(U) is sampled by binning the
sampled configurations according to their value of U .

10.1. Phase diagram

The phase diagram shown in Fig. 10.1(a) is constructed by using MBAR and shows the
(pB,T ) regions where different number of adsorbed B particles are in thermodynamic
equilibrium with their gas phase. The B reservoir is assumed to be an ideal gas, so
the chemical potential of the reference state is defined as µ0

id.gas ≡ kBT ln(Λ3). The
relationship between pressure pid.gas in the reservoir and the chemical potential µ is
βµ ≡ βµ0

id.gas + ln(βpid.gas).The whole output data of REGCMC is sub-sampled every
100 REGC steps, that is, recording data after every attempted replica exchange, to
remove correlations in the sampled quantities.

The MBAR@REGC phase diagram is compared to the aiAT@REGC phase dia-
gram (Fig. 10.1(b)), which is calculated via the following steps: (i) For each observed
number NB of adsorbed (B) particles in the REGCMC sampling, the lowest LJ total
energy configuration is selected. We note that identifying phases denoted by NB via
grand-canonical sampling is not the usual strategy for aiAT. Typically phases are enu-
merated on the basis of considering many plausible assumed candidate structures and
minimization at fixed number of adsorbed particles and fixed unit cell size and shape.
In other words, the aiAT study presented in this paragraph is already richer than usual
due to the largely unbiased structure sampling. (ii) The Gibbs free energy for each of
these phases is calculated via:

∆Gf
A, NB

(T, pB) = FA, NB − FA, NB=0 −NBµ(T, pB) (10.1)

Here, the free energy FA, NB of the system A18BNB and FA, NB=0 of the pristine A18
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10.1. Phase diagram

slab is approximated by the LJ energies of the two systems, i.e., all the vibrational
contributions to the free energy are neglected. There is no vibrational contribution from
the surface since it is frozen. However, the adsorbate do vibrate and therefore there
are vibrational contributions from adsorbate to the free energy, especially for the large
coverages. This is often a justified assumption for systems studies via aiAT [12]. As
we will see, it is not a good approximation for this LJ system, at least at larger NB.
(iii) As for MBAR@REGC, at each (Ti, µj) on a grid the phase with the lowest ∆Gf

determines the color of the pixel of size (δT, δµ) centered at (Ti, µj). This aiAT@REGC
approach, used here only for comparing to MBAR@REGC in order single out the role
of the vibrational contribution to free energy, including anharmonic effects, is similar
to the method recently proposed in Ref. [136]. There, the configurations are sampled
by means of an approximated GC scheme at one temperature only and without replica
exchange for either temperature or chemical potential. The effect of the reservoir to the
free energy is taken care of by an expression similar to Eq. 10.1.
By comparing the two panels of Fig. 10.1, we note that up to NB = 18, the two phase
diagrams almost coincide, especially at lower temperatures (in the Appendix. A.1, we
show a zoom-in of the region between 60 and 350 K). There are, however, significant
differences at larger NB: There are many more phases in Fig. 10.1(a) that are missing in
Fig. 10.1(b) for NB > 18 and the region of stability of larger coverages is shifted to higher
temperatures and lower pressures. This can be understood as due to increasingly larger
vibrational contributions of adsorbate, especially in the direction z, perpendicular to the
slab, while at low coverage the free energy is indeed essentially given by the LJ energy.
We come back to this in the next section, after analyzing the structural properties of
the different phases.
The analysis of the phase diagram Fig. 10.1(b) reveals that for many values of number
of adsorbed B particles, NB, there is a region of stability in the phase diagram, however,
for some specific values of NB larger stability areas are found. Besides NB = 0(the
pristine surface), we recognize NB = 18 as the first complete mono-layer, NB = 45 as
the addition of a second complete monolayer, plus a third phase, NB = 59 with a thicker
second monolayer (see further). We also identify a large-coverage phase, NB = 85 which
can be described by the formation of a “third” layer around 1.9 Å, but in this case the
particle distribution does not go completely to zero between second and third layer as
it does between first and second, as shown in Fig. 10.2. The diagram extends till
the melting (red), vaporization (cyan), and sublimation (blue) line for bulk B particles.
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10.2. Structural properties

The phase transition curves are derived from the published equations of state for the LJ
system. [137–143] We underline that the phase diagram outside the (p,T ) region sampled
directly via the REGC run is not extrapolated. It is obtained as for all the diagram by
Boltzmann re-sampling the configurations actually visited, using the measured (reduced)
potential energies.

Figure 10.2.: Axial distribution function of adsorbed particles for each NB composition
generated in REGC sampling and identified to be the most thermodynamic stable phase
on Fig. 10.1(a). The curves are displaced by 20 units and each dash line is a zero
reference line for the curve with the same color.

10.2. Structural properties

The REGC sampling allows for much deeper analysis than the evaluation of the phase
diagram. For instance, the structural properties of the adsorbed phases can be character-
ized in a statistical way. The axial distribution function ρ(z) was calculated by dividing
the cell into slabs of width 0.12 Å, parallel to the surface, and collecting a histogram
of the number of particles in each slab along the REGC sampling. As shown in Fig.
10.2, the adsorbate has a clear layered structure up to the second layer. For larger NB,
i.e., NB > 59, there are more and more particles adsorbed in the range 1.2≤ z≤ 1.8 Å,
though another noticeable peak around 1.9 Å occurs. As intuitively predictable, before
first layer, the B particle prefers to adsorb on the hollow sites of the surface, the first
layer consists of 18 B particles located in all the hollow sites of the 3× 3 surface. When
the second full monolayer NB = 45 is stable, the B particles occupy the 27 bridge sites
of the A9 surface layer.

To better characterize the structure of the adsorbate layers, in Figs. 10.3a–b and
Figs. 10.4a–c we show the gxy(r), i.e., the radial distribution functions (RDF) in the xy-
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10.2. Structural properties

Figure 10.3.: Lateral radial distribution functions gxy(r) for (a) first monolayer, and
(b) second monolayer (I), respectively. The blue and pink balls in the insets indicate A
and B particles, respectively.

Figure 10.4.: Lateral radial distribution function gxy(r) for (a) relaxed second mono-
layer (II) A9B59, average distribution function < gxy(r) > at (200 K, 2.03× 10−17 atm)
state (b), and at (600 K, 8.89× 10−2 atm) (c) for the same composition. The blue and
pink balls in the insets indicate A and B particles, respectively.

plane for the different adsorbate layers (i.e., for B-particles in a slab z0± δz0 as specified
in each panel). The structures shown in Fig. 10.4b–c are obtained via MBAR by evalu-
ating Eq. 8.5. We observe that the first monolayer and second monolayer (I) NB = 45

have a gxy(r) characteristic of the solid phase with well-defined peaks and long-range
order, whereas for the second monolayer (II) NB = 59, the gxy(r) is more disordered.
In the relaxed structure of A9B59 (Fig. 10.4(a)), B particles occupy approximately both
hollow and bridge sites, relative to the top A9 layer and form a ring-like structure around
the projection of the A particles. At (200 K, 2.03× 10−17 atm), the average radial dis-
tribution function ⟨gxy(r)⟩ of this phase shares some similar peak positions with that of
its lowest-energy isomer. It is clear that the ring structure formed by B particles can be
still found in the average adsorbate structure though there are a few B particles diffusing
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10.3. Order-disorder phase transition temperature and pressure

around the projection of the A particles. At (600 K, 8.89×10−2 atm), more and more B
particles diffuse and the ring structure is not as noticeable as before. Consistently, the
⟨gxy(r)⟩ shares a few major peaks with that of its lowest-energy isomer, but they appear
more smeared.
The example of ⟨gxy(r)⟩ at the two state points was selected in order to demonstrate
the power of the REGC sampling to reveal detailed thermodynamic information on the
simulated system. A crucial observation is that such information is already contained
in the REGC sampling, no further simulation is needed, only post-processing statistical
analysis of the sampled data points is required.
Coming back to the differences between aiAT@REGC and MBAR@REGC phase di-
agrams (Fig. 10.1), we observe, in Fig. 10.2 that up to the complete first monolayer
(NB = 18), the adsorbed particles have essentially no freedom to move in the z direc-
tion. As soon as the second monolayer is established, the adsorbed particles display a
broader and broader distribution along the z direction. The distribution becomes even
bimodal for NB ≥ 62. This enhanced configurational freedom creates a large, nega-
tive, vibrational free energy contribution that stabilizes the higher coverages compared
to when only the energetic contribution is taken into account (as in the aiAT@REGC
phase diagram).

10.3. Order-disorder phase transition temperature and
pressure

The heat specific Cv is evaluated for the adsorbate surface in order to identify the
temperature and pressure condition of the order-disorder phase transition. The Cv is
calculated by the following equation:

Cv, (T, pH2 )
=

⟨E2⟩(T, pH2 )
− ⟨E⟩2(T, pH2 )

kBT 2
(10.2)

where E is the total LJ energy of the system in this application.
In practice, the ensemble averages of E and E2 are evaluated at each state point (µ,
β) of interest. For example, in Fig. 10.5(a), pB is equal to 10−20 atm and T ranges
from 60 to 650 K. The corresponding chemical potentials are calculated using βµ ≡
βµ0

id.gas + ln(βpB) every 1 K. The ensemble average value of E at given state point (µ,
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10.3. Order-disorder phase transition temperature and pressure

β) and phase i, in the MBAR formalism, is estimated over the sampled points via:

⟨E⟩µ,β,i =
Ωi∑
n=1

E(Rn) c
−1
µ,β q(Rn;µ,β)∑

l,mΩl,m,ic
−1
µm,βl

q(Rl,m,i;µm,βl)
(10.3)

where Ωi is the number of samples in phase i and therefore the sum over n runs over
all samples belonging to phase i. Similarly, Ωl,m,i is the number of samples in phase i

in each sampled state point (m,l). q(Rn;µ,β) is the grand-canonical density function,
which is defined in Chapter. 8. E(Rn) is the LJ total energy of the whole confiugration
Rn. The expectation value of ⟨E2⟩µ,β,i follows the same way to estimate. Thus, the Cv

is calculated at each (µ, β) state.
The results are illustrated in Fig.10.5. The following information are obtained when
combining the Fig. 10.1(a) and Fig. 10.5: At pB = 10−20 atm shown in Fig. 10.5(a), the
peak of Cv at around 373 K indicates the phase transition from the pristine to the phase
with NB = 10 transition; the phase transition from NB = 15 to 1st monolayer occurs at
around 358 K; at around 282 K, the 1st monolayer transforms into the NB = 34 phase;
at 268 K, the NB = 34 phase transforms into the 2nd monolayer (I); the peaks at 172 K
and 154 K signify the transitions from the 2nd monolayer (II) into the NB = 62 phase
and from the NB = 62 phase into the NB = 76 phase. The same phase transitions occur
at pB = 10−15 atm and pB = 10−10 atm, but the corresponding peaks shift to higher
temperature range as illustrated in 10.5(b) and 10.5(c). For instance, the transition
from the pristine to the phase with NB = 10 transition occurs at around (T = 455 K,
pB = 10−15 atm) and (T = 583 K, pB = 10−15 atm), respectively.

From the pristine (ordered structure) to the NB = 10 phase, B particles randomly
adsorb on the hollow sites of the slab A with the vacancies diffusing (disordered structure
compared to the pristine). Therefore, the system goes from order to disorder when
increasing NB. However, the hollow sites are fully occupied in the 1st monolayer (ML)
phase (ordered structure) and there is no degree of freedom for the vacancies to diffuse
in the 1st ML. Therefore, the transition from the NB = 15 phase to the 1st monolayer
is from disorder to order.

The similar case for the transitions from the 1st monolayer to NB = 34 phase and
from NB = 34 phase to the 2nd monolayer (I). The particle B fully occupies hollow
sites forming the 1 ML and adsorbs on the bridge site to form the 2nd monolayer. In
the beginning of the formation of the 2nd monolayer, the particle B has much degree
of freedom to choose which bridge site to adsorb, thus leaving the vacancies in the 2nd
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10.3. Order-disorder phase transition temperature and pressure

monolayer diffusing (disorder structure). After the B particles occupy all the bridge site,
the 2nd monolayer is an ordered structure.

The peaks at 154 K and 172 K at pB = 10−20 atm become the double peaks with
the same Cv value at pB = 10−5 atm, finally merge into a broader peak at pB = 1 atm.

The phase boundary can be estimated according to the above information. For
instance, as shown in the left panel of Fig. 10.6, the solid grey line is the estimated
phase boundary between the pristine and NB = 10. The solid green line is the estimated
phase boundary between the and NB = 15 the 1st monolayer. In the right panel of Fig.
10.6, the average number of B particles (⟨NB⟩) is calculated as a function of temperature
at constant pressures of pB = 10−20, 10−15, and 10−10 atm.
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10.3. Order-disorder phase transition temperature and pressure

Figure 10.5.: The heat specific Cv of adsorbates vs. T at constant pressures, that is,
pB = 10−20, 10−15, 10−10, 10−5, 1, and 105 atm. The blue dash lines denote the peaks
of heat specific indicating the phase transitions.
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10.3. Order-disorder phase transition temperature and pressure

Figure 10.6.: (a) Phase diagrams of a gas-phase (particles B) in contact with a frozen
fcc(111) surface calculated via by MBAR from the REGCMC sampling. The red line
is the phase boundary between the pristine and NB = 10. The blue line is the phase
boundary between NB = 15 and the 1st monolayer (NB = 18). (b) The average number
of particle B ⟨NB⟩ as a function of temperature at constant pressures, that is, pB = 10−20,
10−15, and 10−10 atm. The black dash line denotes the ⟨NB⟩ = 18. The grey dash lines
denote the transition temperatures correspond to the right two peaks in Fig. 10.5(a-c)
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11. Ab initio Si2HN and Si4HN clusters

The binary clusters of silicon and hydrogen play key roles in the chemical vapor deposi-
tion of thin silicon films and coatings, and photoluminescence of porous silicon. However,
most of the previous research on silicon hydrides focused on the search of global minima
structures, but the decisive issue of stability and metastability of silicon hydrides includ-
ing anharmonic effect at realistic conditions (exchange of atoms with an environment)
has not been addressed so far.

The REGC algorithm coupled to ab initio MD was applied to identify the ther-
modynamically stable and metastable compositions and structures of SiMHN (M=2, 4)
clusters at realistic temperatures and pressure of the molecular hydrogen gas. Both the
hydrogen atom and hydrogen molecule are allowed to exchange between the cluster and
the reservoir, so that not only the adsorption of molecule but the dissociative atomic
adsorption are treated in the simulation. All DFT calculations were performed with
the all-electron, full-potential electronic-structure code package FHI-aims [86]. We used
the Perdew-Burke-Ernzerhof (PBE) [30] exchange-correlation functional, with a correc-
tion for the van der Waals interactions (vdW), computed using the Tkatchenko-Scheffler
scheme [109]. A “tier 1” basis for both Si and H with “light” numerical settings were
employed. All aiMD trajectories between REGC attempted moves (0.02 ps each) are
performed in the NV T ensemble. The equations of motion were integrated with a time
step of 1 fs using the velocity-Verlet algorithm [80]. The stochastic velocity rescaling
thermostat was adopted, with a decay-time parameter τ = 0.02 ps, to sample the canon-
ical ensemble [144]. Tests for the accuarcy of the choice of this time step is included in
Appendix A.2, for H2 molecule. The actual τ vaule has little effect on the performance
of stochastic velocity rescaling thermostat, but usually τ is used to be ≈ 20 − 50 time
steps (here 20 time steps). The reflecting conditions to confine the system in a sphere
of radius 4 Å are imposed via PLUMED [145] interfaced with FHI-aims, by applying
a repulsive polynomial potential of order 4. The repulsive potential is expressed as
Vwall = Kappa(s−LIMIT)4, where Kappa is the energy constant and LIMIT is the lim-
ited value of collective variable s. This avoids that H atoms diffuse at arbitrary distance
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from the SiM cluster, without perturbing the statistics as the cutoff distance is such that
the H atoms are not any more interacting with the Si cluster.

11.1. Phase diagram

11.1.1. Si2

Twenty replicas of Si2 are selected in contact with different thermodynamic states, that is,
with temperatures of 500, 650, 800, and 950 K and H2 chemical potentials of -0.2, -0.16, -
0.12, -0.08, and -0.05 eV. The selection of the temperature range is made according to the
experimental deposition temperature of chemical vapor deposited silicon films [146,147],
which starts from around 600 K. Ideally, the lowest µH should be around -1.2 eV, which
is the half adsorption energy of H2 on Si2, according to our DFT-PBE calculations.
However, in order to focus the sampling on a more interesting region, where more H
atoms are adsorbed, we started from a much higher minimum µH2 . The H2 molecule
adsorption includes the association adsorption where individual molecules remain intact
and the dissociative adsorption where the H2 molecule is dissociated into 2 H atoms.
However, there exist strong activation barriers (∼ several eV) for the dissociation. Here
both H2 molecule and H atom attempt to adsorb on the surface, thus circumventing
activation barriers for the dissociation. Ab initio molecular dynamics is performed for
each system after exchanging particle with the reservoir or swapping with neighboring
replicas. For this REGCMD study, x0 is chosen as 0.9.

For comparison, we analyzed the stability of Si2HN clusters using ab initio atomistic
thermodynamics (aiAT) in Fig. 11.1(a). For each number of adsorbed hydrogens NH,
the lowest DFT energy isomer is identified among all the configurations obtained along
the REGC ab initio MD sampling. The Gibbs free energy of each phase is calculated as:

∆Gf (T,pH2) = FSiMHN
− FSiM −NµH(T,pH2) (11.1)

Here, FSiM HN and FSiM are the Helmholtz free energies of the SiMHN and the pristine
SiM cluster (at their configurational ground state), respectively, where M = 2, 4. µH2

is the chemical potential of the hydrogen molecule. FSi2HN
and FSi2 are calculated using

DFT information and are expressed as the sum of DFT total energy, DFT vibrational
free energy in the quasi-harmonic approximation, as well as translational, and rotational
free-energy contributions of H2. The dependence of µH2 on T and pH2 is calculated
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Figure 11.1.: (a) aiAT@REGC phase diagram and (b) MBAR@REGC phase diagram
of Si2 with H2 reactive gas phase. MBAR@REGC phase diagrams of (c) the number
of chemically adsorbed H on the Si2 cluster. (d) aiAT@REGC phase diagram and (e)
MBAR@REGC phase diagram of Si4 with H2 reactive gas phase. MBAR@REGC phase
diagrams of (f) the number of chemically adsorbed H on the Si4 cluster.

using the ideal (diatomic) gas approximation with the same DFT functional as for the
clusters. [17, 44,148] So p0 here is calculated as follows:

p0 = [(
2πm

h2
)
3
2 (kBT )

5
2 (
8π2IAkBT

h2
)
e
(

kBT

EDFT
)

e
(
hvHH
kBT

)−1
] (11.2)

EDFT is the DFT total energy, m is the mass, IA is the inertia moments, vHH is the
H-H stretching frequency of 3080 cm−1. The (pH2 , T ) phase diagram of Si2HN cluster
is also constructed via the MBAR@REGC method. As shown in Fig. 11.1(b), besides
Si2, Si2H2, and Si2H6, which have their wide stability regions revealed in both phase
diagrams, there is a narrow (T , pH2) stability domain for Si2H4, which is only revealed
by the MBAR@REGC phase diagram that includes the anharmonic contributions to the
free energy. Another difference between two phase diagrams is that the stable (pH2 , T )
range of each phase is quite different. The Si2HN phases in Fig. 11.1(b) may include
not only chemically adsorbed H atom, but also H2 molecules, weakly attracted to the Si
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dimer (and therein adsorbed hydrogen atoms). All the weakly bonded H2 molecules and
chemisorbed H atoms together with Si atoms are collectively a thermodynamic phase,
identified by the number N of hydrogen atoms. As shown in A.9, the density of H2 gas in
Si2H20 phase at (T = 500 K, and pH = 2.3×104 atm) is orders of magnitude larger than
the ideal H2 gas phase at the same condition, which indicates that the system consisting
of chemisorbed H atoms and physisorbed H2 molecules is in equilibrium with a much
less dense gas phase at the same chemical potential. The details regarding how the H2

density is calculated is included in Appendix. A.2. In order to further investigate the
chemisorbed phase stability, we construct the phase diagram (Fig. 11.1(c)) for a new
observable: the number of adsorbed H atoms. A H atom is considered adsorbed on the
Si cluster when the distance to the closest Si is smaller than 1.7 Å.
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Figure 11.2.: Structures of Si2HN and Si4HN , found by the REGC sampling, that have
a region of thermodynamic stability in the phase diagrams of Fig. 11.1.
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11.1.2. Si4

Twenty thermodynamic states for the Si4HN system are selected, with temperature of
560, 685, 810, and 935 K, and chemical potentials of -0.3, -0.2, -0.17, -0.14, and -0.11
eV. The lowest value of µH is selected as a bit larger than the half adsorption energy
(-0.6 eV) of H2 on Si4. The other settings are the same as in Si2 simulation. As for the
Si2HN case, we construct both the aiAT@REGC and MBAR@REGC phase diagram, for
comparison, plus the MBAR@REGC phase diagram for the adsorbed H atoms. In Fig
11.1(d) and 11.1(e), the results indicate that two stable Si4H4 and Si4H6 are missing in
aiAT@REGC phase diagram. Si4H4 and Si4H6 have considerable larger stable range in
chemisorbed phase diagram shown in Fig 11.1(f) than in both physi- and chemisorbed
one. Besides, the stable (pH2 , T ) range of each phase transitions are quite different in
phase diagrams calculated by two method.

11.2. Structural information of silicon hydrides

In Fig. 11.2, we show the structures of each thermodynamically stable cluster size
appearing in the phase diagrams. All previously reported structures [31, 149] are found
in our REGC ab initio MD simulations and illustrated in Fig. A.5. Besides, we identified
many other isomers at each composition, via the REGC ab initio MD sampling, as shown
in Fig. A.5.

In this chapter, the replica-exchange grand-canonical (REGC) ab initio molecule
dynamics is applied to determine the phase diagram of SiM (M = 2, 4) in a H2 gas
phase, when coupled with MBAR. For comparison, the ab initio atomistic thermody-
namics (aiAT) is also used to calculate the phase diagram of SiM (M = 2, 4) in a H2

gas phase. The vibrational free energy is treated at harmonic approximation. Moreover,
the aiAT study here is richer than the typical one since the lowest DFT total energy
configurations for every composition are selected in the REGC sampling rather than enu-
merated on the basis of considering many plausible assumed candidate structures. Both
the aiAT@REGC and MBAR@REGC phase diagrams reveal some of the same thermo-
dynamically stable phases, e.g., Si2, Si2H2, and Si2H6 for Si2 cluster and Si4, Si4H2, and
Si4H8 for Si4 cluster. However, there are significant differences between: aiAT@REGC
phase diagram and REGC@MBAR phase diagram: (i) some phases are missing in
aiAT@REGC phase diagram but revealed in MBAR@REGC phase diagram;(ii) the T -p
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stable range for the same phase is different in both phase diagram. All these differences
indicate the importance of the anharmonic contribution to the phase diagram.
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12. Ab initio Si(100) surface in contact with H2

reactive atmoshpere

In this chapter, we apply REGC ab initio MD to determine the phase diagram of Si(100)
surface in a realistic H2 atmosphere. The adsorption of molecular hydrogen on Si(100)
surface represents a prototype for the adsorption of molecules on covalent surfaces. More-
over, the interaction of hydrogen with silicon is of great technological relevance for, e.g.,
the etching and passivation of Si surfaces or the growth of Si crystals due to the crucial
role of hydrogen in passivating dangling bonds. [150] Despite of its great importance,
few studies have addressed the reconstruction of the Si(100) surface at realistic pH2 , T

conditions. The structure of the hydrogen-covered silicon surface has turned out to be a
complex function of coverage and adsorption/annealing temperature. There is a general
agreement that (2× 1) pattern formed in contact with atomic hydrogen at 600 K. [151]
An unexpected (3 × 1) structure was reported at around 4Tabl00 K. [34] In order to
include adsorption patterns (1 × 1, 2 × 1 and 3 × 1), we choose Si(100)-(3 × 3) and
(4× 4) systems to address the adsorption of hydrogen on silicon surface. Both hydrogen
molecule and atomic hydrogen are only allowed to adsorb on the surface so that the
dissociation barrier of H2 molecule is circumvented in the Grand-Canonical scheme. We
use the example of H2 adsorption/dissociation/desorption over Si(100) surface model to
illustrate the concepts and conclusions that can be derived from such an ab initio surface
phase diagram calculated by our REGCMD method. Furthermore, a structural descrip-
tor — coordination histogram — is defined as the observable of interest to reveal the
structural information at realistic T, pH2 condition. Using this structural descriptor, the
unexpected (3× 1) structure is identified in our calculated phase diagram at around 400
K, which has a good agreement with the experimental results. [34] The REGC ab initio
MD simulation of Si(100)-(4× 4) is in the progress, so only the results of Si(100)-(3× 3)
are discussed in this chapter.

The model system consists of 3-layer Si slab with a 3× 3 lateral supercell, periodic
along the [110] and [11̄0] directions. The benchmark study of the number of layers in
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the Si slab reported in Appendix A.2 shows that the relative stability of surface energy
for 12 different Si(100) structures and 13 Si(100)-H structures are converged when the
number of layers in the silicon slab is at least three. The vacuum thickness between
adjacent slabs along [001] is set at 100 Å. In FHI-aims [86], localized numeric atom-
centred basis is used, which enables large vacuum distances between the slab images
with a minor increase in computational cost. The gas H2 molecule and atomic H are
only allowed to insert in the “surface” zone. We defined the “surface” zone as a slab
of height 3.0 Å above the slab along [001] direction, starting from the topmost atoms
of Si(100) surface. The height value is chosen so that there is little interaction when
H atom/molecule is 3.0 Å away from the surface. Further, an additional layer of 18 H
atoms is arranged at the bottom of the slab to saturate dangling bonds of the Si atoms
at the lower boundary.

In the REGCMD simulation, 16 replicas are defined, i.e., 4 different T ranging from
360 K to 960 K with an interval of 200 K and 4 different µ : -0.6, -0.4, -0.2, and -0.1
eV. The adsorption energy of H2 molecule on Si(100)-3× 3 surface is calculated to -1.8
eV at DFT-PBE level. The lowest chemical potential is chosen around half of it. In this
study, a higher lowest chemical potential is chosen to focus on the sampling of adsor-
bate structures. The temperatures are selected to encompass the range of experimental
results (600 K [151] or 400 K [34]). For this REGCMD simulation, 90% attempts to
exchange particle with reservoir for each replica and 10% attempts to perform replica
exchange. All aiMD trajectories are performed in an NV T ensemble. The equations of
motion were integrated with a time step of 1 fs using the velocity-Verlet algorithm [80].
The stochastic velocity rescaling thermostat was adopted, with a decay-time parame-
ter τ = 0.02 ps, to sample the canonical ensemble [144]. The reflecting wall is posi-
tioned 3 Å above the surface to confine the system in “surface” zone and is imposed
via PLUMED [145] interfaced with FHI-aims. All DFT calculations were performed
with the all-electron, full-potential electronic-structure code package FHI-aims [86].The
Perdew-Burke-Ernzerhof (PBE) [30] exchange-correlation functional is used. A “tier 1”
basis for Si and H with “light” numerical settings was employed.

12.1. Phase diagram

The phase diagram of Si(100) in contact with H2 reactive gas atmosphere is obtained
by MBAR as shown in Fig. 12.1(a). A variety of different phases are revealed: Besides
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the bare surface, The Si(100)-H phase denoting the Si(100) surface with one adsorbed
hydrogen atom has a narrow stable region at low temperature ( T < 500 K) and high
temperature ( T > 800 K ) ranges. In contrast, Si(100)-H2 has a considerable region of
phase stability in the temperature ranging from 500 to 800 K. While the stable region
of Si(100)-H3 is just a tiny piece in high T range, the stable region of Si(100)-H4 is
running through all the T range, and gradually becomes narrow with T increasing. The
free energy of Si(100)-H5 and Si(100)-H6 two phase calculated by MBAR are very close
to each other and the difference is within a few kBT , regarded to be coexistence. The
region of stability of phases Si(100)-HN ( 8 ≤ N ≤ 12) is in the relatively low T range
and high pH2 .

The thermodynamic variable N does not distinguish the chemisorbed hydrogen and
physisorbed hydrogen on the surface. In most cases, however, we are interested in the
phases only including the chemisorbed ones, that is, the hydrogen molecule reacts with
the silicon atom and the covalent bond is formed between hydrogen and silicon atoms.
Therefore, the phase diagram is constructed by MBAR shown in Fig. 12.1(b) when
only including the number of chemisorbed hydrogen in the configurations. A hydrogen
atom is regarded as chemically adsorbed on to silicon surface when the shortest H-Si
distance is smaller than 1.7 Å. To distinguish, Si(100)-HN is referred to a phase Si(100)
surface with N hydrogen while Si(100) surface with N chemisorbed hydrogen is termed
as Si(100)HN . Compared to the phase diagram in Fig. 12.1(a), the two diagrams share
some similarities. For instance, the stable region of bare surface is kept constant and
the stable T -p range of Si(100)H12 slightly expands to the Si(100)-H14 region. There are
several differences between these two diagrams. The most significant one is that in the
chemisorbed phase diagram, at most only 12 hydrogen atoms form the covalent bonds
with silicon atoms on the surface. This finding is actuated by electron counting rule. We
will come back to this issue later and explain together with the most probable structure
in Fig. 12.3. Besides, the stable range of Si(100)H becomes broader and runs through
the whole T range while a small stable range of Si(100)H2 is remaining. Similarly, for
N = 3, the stable range extends to 600 K, accordingly, Si(100)H4 stable region shrinks
below 600 K. The coexistence region of Si(100)-H5 and Si(100)-H6 in Fig. 12.1(a) is
dominated by Si(100)H5 with a small part of Si(100)H6. The other coexistence phase
range occurs for Si(100)H8 and Si(100)H9.
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Figure 12.1.: Phase diagram of (a) Si(100) in a H2 gas phase. Phase diagram of (b)
the number of chemisorbed hydrogen on the Si(100) surface. HOMO-LUMO gaps T -p
map in panel (c) is in eV at HSE level. Phase diagram of the coordination histogram
(Htcoord) of Si(100)-HN in panel (d). The different color corresponds to the index of the
coordination histogram of Si(100)-HN structures.
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12.2. Structural and electronic properties of Si(100)-HN

surfaces

Up to this point, the phase diagrams in Fig. 12.1(a) and Fig. 12.1(b) only provide
the information on how many number of (chemically) adsorbed H atoms in the stable
phases and their own thermodynamic phase stable region. Little structural information
is revealed for each thermodynamic stable Si(100)-HN phases. In order to reveal struc-
tural details, one structural observable was selected, namely, the coordination histogram
of Si(100)-HN surfaces referred as Htcoord. The Htcoord is obtained by constructing a
coordination histogram (distribution of Si-atoms coordination number) for each surface
configuration including the number of Si atoms bonded to each Si atom and the number
of H atoms bonded to each Si atom. [152] When the shortest Si-Si distance is less than
2.8 Å (120% proportional to 2.32 Å, the Si-Si shortest in diamond), the two Si atoms are
regarded to be bonded together. The threshold of Si-H bond is the same threshold (1.7
Å) as that for the chemically adsorbed H atoms. By takin the Si(100)H12 as an example
(shown in Fig. 12.2), there are three green Si atoms and each coordinating with other
two Si atoms and two H atoms. There are six purple Si atoms and each coordinating
with other three Si atoms and one H atom. The Htcoord of this structure is [0, 3, 6, 0, 0,
0, 6, 3]. The T -p phase diagram (map) of Htcoord is constructed through post-processing

Figure 12.2.: Bond coordination histograms of the most stable Si(100)H12.

analysis via Htcoord as input to MBAR and shown in Fig. 12.1(c) The numbers in Fig.
12.1(c) illustrated by different colors are the indexes of different Htcoord. The detailed
information of each Htcoord appearing on the map are listed in the Table. 12.1. The
first column in the table shown as Table. 12.1 indicates the index of different coordina-
tion histogram for the Si(100)-HN configurations dominating the thermodynamic stable
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index 1 Si-Si 2 Si-Si 3 Si-Si 4 Si-Si 5 Si-Si 0 Si-H 1 Si-H 2 Si-H

0 0 3 6 0 0 8 1 0
19 0 3 5 0 1 7 2 0
20 0 3 6 0 0 7 2 0
28 0 3 6 0 0 5 4 0
32 0 3 6 0 0 9 0 0
36 0 3 6 0 0 6 2 0
37 0 3 6 0 0 7 0 2
44 0 3 6 0 0 2 6 1
45 0 3 6 0 0 3 4 2
46 0 3 6 0 0 2 4 3
51 0 3 6 0 0 1 7 1
53 0 3 6 0 0 3 3 3
54 0 3 6 0 0 0 7 2
55 0 3 6 0 0 0 6 3
59 0 3 6 0 0 1 6 2
75 0 3 6 0 0 6 3 0
87 0 3 6 0 0 4 5 0
99 0 3 6 0 0 5 3 1
102 0 3 6 0 0 4 3 2
106 0 3 6 0 0 2 5 4
108 0 3 6 0 0 3 6 0
138 0 3 6 0 0 4 4 1
147 0 3 6 0 0 3 5 1
151 0 3 6 0 0 1 5 3
203 0 5 4 0 0 3 4 2

Table 12.1.: Table contains the coordination histogram (Htcoord) of Si(100)-HN struc-
tures, found by the REGC sampling, that have a region of thermodynamic stability in the
phase diagrams of Fig. 12.1(b). The index of the first column in the table corresponds
to the number Fig. 12.3.
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region on the phase diagram in Fig. 12.1. The second, third, forth, fifth and sixth
columns represent the number of Si atom which bonds with one, two, three, four and
five Si atoms. The last three columns signify the number of Si atoms which bond to
zero, one or two hydrogen atoms.

According to the T -p map of Htcoord, the reconstruction of bare Si(100)-(3 × 3)
surface has index 32 with the coordination histogram of [0, 3, 6, 0, 0, 9, 0, 0]. That is three
Si atoms with Si-Si coordination number of 2, and six Si atoms with Si-Si coordination
number of 3. The representative configuration is illustrated in Fig. 12.3. The so-called
representative configuration is explained in Sec. 12.4. Silicon crystals have the diamond
structure, i.e. the atoms are sp3 hybridized and bonded to four nearest neighbors in
tetrahedral coordination. Therefore, each Si atom on the top layer has two dangling
bonds. The surface energy is lowered by reducing the number of dangling bonds, and
this leads to a wide variety of surface reconstructions on silicon surfaces. There are four
well-known reconstruction models, that is, the symmetric p(2 × 1) [153], asymmetric
p(2 × 1) [154, 155], asymmetric p(2 × 2) [156], and asymmetric c(4 × 2) [157]. The
periodicity of above four reconstruction models is not compatible with (3× 3) supercell,
therefore they cannot appear exactly. However, each surface silicon atom tends to bond
to a neighboring atom along the [110] direction using one of its dangling bonds. Thus, a
row of silicon dimers (the purple balls) is created similar to the dimers row in asymmetric-
p(2 × 1) model where one end of the dimer is up while the other end is down. Due to
(3× 3) periodicity, the green Si atoms can not form dimer to further reduce the number
of dangling bond.

For Si(100)H12, the Htcoord is [0, 3, 6, 0, 0, 0, 6, 3]. The sum of the Htcoord is 18,
which means all the dangling bond of the top surface Si atoms are saturated either by
Si-Si bonds or Si-H bonds, in turns, obeying electron counting rule. The representative
structure of Si(100)H12 is numbered as 55 shown in Fig. 12.3. The purple Si atoms form
the dimer row decreasing one dangling bond for each purple atom. Each purple Si atom
is also chemically bonded with one H atom, saturating the other dangling bond. The
green Si atoms have no neighboring Si atoms to form dimer row, and each is bonded
to two H atoms. Notice that, the dimer row forming by purple Si atoms in Si(100)H12

is significantly different to that of Si(100) surface. Here the Si-Si dimer is almost flat
and similar to the that of symmetric p(2 × 1) model. The similar case is for the green
Si atoms the position of which is about the same position in perfect crystal. This H-
saturated Si(100)-(3×1) phase is in excellent agreement with the reported experimental
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Si(100)-(3× 1) phase in Ref. [34] at around 400 K.
There are two different Htcoord identified for Si(100)H4, indexed to 37 and 36,

respectively. At T < 500 K and pH2 < 4.0× 10−7 atm, the most probable coordination
histogram [0, 3, 6, 0, 0, 6, 0, 2] dominates while the [0, 3, 6, 0, 0, 2, 1] gradually takes the
place with increasing T and pH2 . The Si-Si coordination number has not changed between
the histogram 37 and histogram 36. But the Si-H coordination number varies from two
SiH2 units to one SiH2 unit and two SiH units, where SiH2 unit indicates one Si atom
bonds to two H atoms while SiH unit means one Si atom bonds to one H atom.

For Si(100)H11, at low pressure (pH2 < 2.0× 10−2 atm), the 54 Htcoord is found to
be the most probable one, the representative configuration of which shares the similarity
with that of Si(100)H12 despite of one missing H atom. For pH2 > 4.8 × 102 atm, the
151 Htcoord, that is, [0, 3, 6, 0, 0, 0, 1, 5, 3] become dominative. By comparing the two
representative structures, the middle purple Si-Si dimer is used to be in 54 and breaks
in 151. One is bonded with two H saturators and the other is bonded to the other
neighboring Si atom

Overall, for different phases, at low T and low pH2 , the Si-Si reconstruction pattern
and the adsorption pattern are the precursors of those appearing in the 55 representative
configuration. That is, the neighboring purple Si atoms tend to bond to each other
forming the Si dimer row, and the remaining dangling bond of each purple Si atom is
saturated by adsorbing one H atom while the only choice for remaining three green Si
atoms to reduce their dangling bond is the adsorption two H atoms for each. At high
T and high pH2 of the stable region for each phases, the 55-like prototype breaks. The
middle Si dimer breaks and each Si atom bonds to its another neighboring Si atom.
Accordingly, the adsorption pattern changes.

Though the hydrogenated silicon surfaces are often used as the prototypical semi-
conductors adsorption, little reported on their electronic properties as a function of
temperature and pressure of the H2 gas reservoir. Here the T -p map of the HOMO-
LUMO gap is calculated shown in Fig. 12.1(d). The HOMO-LUMO is evaluated via
the HSE06 hybrid xc functional. [107,108] The very interesting findings are for the odd
number of chemisorbed H phases, the HOMO-LUMO gap is close to 0 eV (0.05 eV is
the center of the bin while the size of bin is 0.1 eV). The HOMO-LUMO gap, however,
for the even number of chemisorbed H phases, gradually increases with the number of
chemisorbed H atoms increasing. Besides, the HOMO-LUMO gap increases from 0.15
eV, 0.25 eV to 0.35 eV with the increasing T and pH2 .
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Figure 12.3.: The representative Si(100)-HN configurations share the same histogram
related to those in Fig. 12.1(c) and Table. 12.1. The number on top of each structure
corresponds to the number in Fig. 12.1 and the index in Table. 12.1. The green, purple
and red balls indicate the Si atoms bonding to two, three and five other Si atoms. The
blue balls are the Si atoms in the bottom two fixed layers regarding as bulk silicon. The
pink balls are the hydrogen atom terminating the dangling bond for the bottom Si layer.
The grey balls are the adsorbed H atoms.
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12.3. Order-disorder phase transition temperature and
pressure

The order to disorder phase transition T , pH2 condition can be evaluated by just another
post-processing of the REGC results via MBAR. The heat capacity Cv at each T, p
condition is evaluated using the same equation as in the LJ surface:

Cv, (T, pH2 )
=

⟨E2⟩(T, pH2 )
− ⟨E⟩2(T, pH2 )

kBT 2
(12.1)

In the equation, the expectations of E2 and E are estimated at each specific (T ,
pH2) condition. Before discussion of the order-disorder phase transition condition, NH is
defined to denote that the phase includes NH chemically adsorbed H atoms. At pressure
of 10−20 atm, there is no peak of the heat capacity with the temperature ranging from
300 to 1000 K. At 10−15 atm, an obvious peak around 343 K indicates the transition
from NH = 2 to NH = 4. There is a plateau here, but no explicit peak. At 10−10 atm,
the transition from NH = 2 to NH = 4 shift to 412 K. The peak around 449 K is the
transition from bare surface to NH = 1. The peak around 345 K is the transition from
NH = 4 to NH = 8 while the peak around 310 K is the transition from NH = 9 to
NH = 10. At 10−5 atm, all the transitions mentioned above shift to higher temperature,
and another peak aournd 320 K is the transition from NH = 10 to NH = 12. At 1 atm,
the Cv peaks at 696 K, 523 K and 383 K are the transition temperatures from NH = 2

to NH = 4, from NH = 4 to NH = 8, and from NH = 10 to NH = 12, respectively. At
105 atm, the Cv peaks at 759 K and 512 K are the transition temperatures from NH = 7

to NH = 10, and from NH = 10 to NH = 11, respectively.
The estimation of phase boundary is straightforward since the phase transition

condition can be obtained as described above. As shown in the fig. 12.5, the blue, red,
cyan and black lines indicate the phase boundaries between bare surface and NH = 1,
between NH = 2 and NH = 4, between NH = 4 and NH = 8, and between NH = 10

and NH = 12, respectively. The average number of H atoms ⟨NH⟩ is calculated as a
function of temperature at constant pressures, that is, pH2 = 10−20, 10−15, 10−10, 10−5,
1, and 105 atm. The yellow dot at the end of blue/red/cyan line is the critical point.
The critical point is estimated to be at T , pH2 point where the Cv peak disappears. For
instance, as shown in Fig. 12.5(b), at 1 atm, there is a step from ⟨NH⟩ = 0 to ⟨NH⟩ = 1

at T = 984 K. However, at 1 atm, the corresponding Cv peak disappears. Therefore, the
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critical point for blue like is at around T = 984 K and pH2 = 1 atm. The Cv peaks for
from NH = 2 to NH = 4 and from NH = 4 to NH = 8 are present at 1 atm but disappear
at pH2 = 105 atm. Therefore, the critical points are at 1 atm < pH2 < 105 atm while
T > 696 K and T >523 K, respectively.
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Figure 12.4.: The heat specific Cv of adsorbates vs. T at constant pressures, that is,
pH2 = 10−20, 10−15, 10−10, 10−5, 1, and 105 atm. The blue dash lines denote the peaks
of heat specific indicating the phase transitions.
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Figure 12.5.: (a) Phase diagram of the number of chemically adsorbed H atoms on
the Si(100) surface. The blue line denotes the phase boundary between bare surface
and NH = 1. The red line denotes the phase boundary between NH = 2 and NH = 4.
The cyan line indicates the phase boundary between NH = 4 and NH = 8. The black
line indicates the boundary between the NH = 10 phase and the NH = 12 phase. (b)
The average number of hydrogen atom ⟨NH⟩ as a function of temperature at constant
pressures, that is, pH2 = 10−20, 10−15, 10−10, 10−5, 1, and 105 atm. The yellow dots are
the estimated critical points.
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12.4. Open questions

To end the analysis of the structures, two important obervations should be made. Firstly,
the structures listed in Fig. 12.3 are just “representative” configurations having the same
coordination histogram. This means that for the same coordination histogram, there is
not only one specific structure corresponding to it, but several. For instance, twenty-
seven configurations share the same coordination histogram of [0, 3, 6, 0, 0, 0, 0, 0]. Two
representative structures are selected and illustrated in Fig. 12.6.In other words, the
coordination histogram we choose to distinguish the different surfaces structures is not
the unique representation of each Si(100)-HN surfaces configurations. This motivates us
to find a more refined fingerprint to distinguish among inequivalent structures. Proba-
bly, the radial distribution function is a good choice. However, the radial distribution
function implies little information when surfaces undergo the reconstructions like Si(100)
e.g., the dimer up and down since the radial distribution function contains only radial
information, but no information about the angular distribution of the atoms.

Figure 12.6.: Two selected representative Si(100) configurations share the coordination
histogram [0, 3, 6, 0, 0, 0, 0, 0].

Secondly, so far, all the useful information obtained are quite straightforward from
REGC sampling coupled with post-processing by MBAR. We know that for a specific
(T, p) condition, what is the stable phase, its structural information (at least, the rep-
resentative one) and its any electronic properties. But the physical mechanism behind
any phase transition is unclear. For instance, why, for the same value of N , are there
different configurations stable under different (T,p) regions? All these issues will be
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addressed in the near future.
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13.1. Conclusions

In this thesis, the long-standing challenge of calculating complete surface phase diagrams,
including anharmonic contributions and unexpected structures, is addressed by the
development of Replica-Exchange Grand-Canonical Monte Carlo/ab initio Molecular-
Dynamics (REGCMC/MD) approach.

The approach overcomes typical (but not necessary) shortcomings of the ab initio
atomistic thermodynamics (aiAT) approach, which calculates surface phase diagrams
at most at the harmonic approximation with the exception of the chemical potentials.
The largely unbiased sampling of the configurational and compositional space of sur-
faces is achieved by taking advantage of replica exchange and grand-canonical ensemble.
In particular, replica-exchange simulations improve the sampling by shuttling configu-
rations from regions of low temperature or high chemical potential to regions of high
temperature or low chemical potential to overcome the kinetic barrier. Considering the
grand-canonical ensemble, thermodynamically possible defects can be effectively gener-
ated via particles’insertion or removal, thus identifying unexpected structures.

Th REGC output is post-processed via MBAR (the Bolzmann-reweighting-based
estimator) to estimate the free energies and ensemble averages [29]. The REGC results
are gathered and pooled together into a mixture distribution. Then MBAR reweights
the samples to thermodynamic state (Ti, pi) of interest from this mixture distribution.

The approach is demonstrated to a model surface described by Lennard-Jones force-
fields. The phase diagram is constructed in two ways: The MBAR@REGC phase dia-
gram is calculated through post-processing the REGC data by MBAR; The aiAT@REGC
phase diagram is calculated by aiAT method with REGC sampling data. Both the
MBAR@REGC and aiAT@REGC phase diagrams agree at very low temperature (T <

350 K) and low coverage (< 1 monolayer), where the (quasi-) harmonic approxima-
tion is valid. At high temperature and high gas pressure, where anharmonic effects
are dominant, however, the aiAT@REGC phase diagram provides quite different infor-
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mation from MBAR@REGC phase diagram and becomes less valid. In contrast, the
MBAR@REGC phase diagram shows that region of stability of higher coverages (above
one monolayer) is shifted to higher temperatures and lower pressures. The driving force
behind this shift is the increase of larger negative vibrational contributions due to en-
hanced configurational freedom, especially in the direction z perpendicular to the slab.
Besides the complete phase diagram, the structural characteristics of adsorbate phases
can also be evaluated in a statistical way. For instance, the average radial distribution
functions can be evaluated at any selected thermodynamic states. The results reveal that
the same phase (the same composition) exhibits the ordered characteristic at relatively
low temperature and pressure (T = 200K, pB = 2.03 × 10−17), but disordered nature
at (T = 600K, pB = 8.89 × 10−2). This information can not be obtained in the phase
diagram constructed by ab initio atomistic thermodynamics since the same structure
with lowest DFT energy is used for each composition for the whole temperature and
pressure range. This demonstrates the capability of REGC sampling to uncover detailed
thermodynamic information on the simulated system.

Coupled to ab initio MD, the REGC algorithm was applied to identify the thermo-
dynamically stable and metastable compositions and structures of SiMHN (M = 2, 4)
clusters at realistic temperatures and pressure of the molecular hydrogen gas. A ther-
modynamically stable phase Si2H4 is missing in aiAT@REGC phase diagrams taking
into account only harmonic effect. The similar case occurs to Si4H4 and Si4H6. When
the surface is in contact with a reactive gas atmosphere, the gas atom/molecule adsorb
on it in different ways: reacting with surface; just floating on top of surface without
interaction. In practice, both the gas molecule and its atom are allowed to adsorb on
the surface so that the configurations with dissociated molecule are accessible. The
phase diagram can also be constructed in terms of an another observable, for instance,
the number of adsorbed H in the system. The range of the stability of each phases also
changed in this phase diagram. For instance, Si4H4 and Si4H6 have a considerably larger
stable range. The thermodynamically stable structures of each cluster size appearing in
the phase diagrams have been successfully identified and also many isomers reported
previously are found in REGC sampling.

An extensive application of REGC method to the Si(100)-(3× 3) surface in contact
with H2, modeled at the gradient-corrected DFT level, has been developed. Preliminary
but promising results unveil the evolution of surface structure at the realistic T , pH2 con-
ditions. An insightful descriptor of configurations (coordination histogram) is selected as
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the observable of interest to reveal detailed thermodynamic structural information evalu-
ated via post-processing by MBAR, thereby, the most probable representative structures
are identified at a given state point (T , µH2) where µH2 is a function of T and pH2 . The
Si atoms at Si(100) surface tend to bond to the neighboring Si atoms along the [110]
direction and form the Si-Si dimer row. A similar trend of reconstruction has been iden-
tified in previous experimental studies. [154,155] Moreover, the Si(100)H12 identified to
be thermodynmically stable around 400 K is in good agreement with the experimentally
reported Si(100)-(3× 1) phase in Ref. [34]. More importantly, the T -p map of the elec-
tronic/physical properties of surfaces, e.g., HOMO-LUMO gap can also be constructed
by the post-processing of the REGC data. These electronic-structure phase diagram
reveal that the HOMO-LUMO gap increases with increasing T and pH2 when NH is even
number. In other words, the electronic properties can be tuned by adjusting the real-
istic conditions of the reservoir surrounding the clusters/surfaces. In the future work,
the finite-size effect on the reconstruction and adsorption patterns should be taken into
account.

In summary, a Replica-Exchange Grand-Canonical method has been developed to
successfully perform simulations on surfaces/nanoclusters in contact with reactive gas
at realistic (T , p) conditions. We demonstrated how it can be used to determine (T ,p)
phase diagrams, in combination with the multistate-Bennet-acceptance-ratio (MBAR)
reweighting approach (the Bolzmann-reweighting-based estimator). Besides free-energy
(T , p) phase diagrams, the combination of the REGC sampling and a posteriori analysis
via MBAR allows for the determination of phase diagrams for any (atom position depen-
dent) observables, therefore indicating how to tune the environmental condition (T and
p) to get a material with desired properties. This massively parallel algorithm requires
no prior knowledge of the phase diagram and takes only the potential-energy function
together with the desired µ and T ranges as inputs. The source code is incorporated in
FHI-PANDA package [158] and free for academic use.

13.2. Outlook

The description of crystal surfaces in contact with realistic gas-phase environments is
of critical importance for the manufacture and performance of advanced materials such
as electronic, magnetic and optical devices, sensors, lubricants, catalysts, and coatings.
Phase diagrams play the central role in describing the regions of stability and equilibria
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of structurally distinct phases. The REGC method developed in this thesis performs
simulations on surfaces/nanoclusters in contact with reactive (T , p) gas and determine
(T , p) phase diagrams when coupled with the MBAR reweighting approach [29]. It can
therefore be applied to a wide range of practical issues, e.g., dopant profiles, surface
segregation, crystal growth and more. An obvious and indeed currently investigated
generalization of the method is to consider more than one reactive gas in the so-called
“constrained equilibrium” [12, 13](different species do not react in the gas phase, but
only at the surface). For instance, the corrosion of metal surface in a humid environ-
ment (oxygen and water in the atmosphere). To model this, as required by the REGC
approach, the temperature T sequence, oxygen chemical potential µO2 range, and the
water chemical potential µH2O range are required as input of REGC approach. In total,
L×N×M replicas will be selected that is, L different T , N different µO2 and M different
µH2O. As illustrated in Fig. 13.1, each little cube represents a replica in a specific (Tl,
µO2,n, µH2O,m) thermodynamic state, where l, n and m are the indices of T , µO2 , and
µH2O, respectively. The Rubik’s Cube can be cleaved into planes parallel to the (T, µO2)
plane (the green one). At each of these planes, µH2O is kept constant, therefore, the
“collective” 2D scheme for the attempted swaps, illustrated in Fig. 5.1 is still suitable
to each plane. The same strategy can also applied to the planes parallel to red or white
plane. However, for the reservoir with more than two gas species, a valid thermodynamic
state is referred to at least four variables. In order to avoid a dimensional explosion,
an algorithm with an adaptive µi grid is under development. A flexible swap scheme
could be to select randomly one replica and independently one neighbor to perform the
attempted swap, then to repeat until no replica has an unselected neighbor.

The algorithm itself is embarrassingly parallel and in post-production allows for
diverse analyses, not necessarily planned before starting the sampling. Moreover, its em-
barrassingly parallel nature makes the approach “towards exascale” friendly, and can be
regarded as a very efficient and internally consistent high-throughput approach. Such an
undertaking has its limitation in the cost of ab initio molecular dynamics needed for the
REGC sampling. The expensive computational cost of ab initio molecular dynamics can
be alleviated by solid-state embedding quantum and molecular mechanical (QM/MM)
calculations implemented by integrating the FHI-aims package into Chemshell pack-
age. [159] The expensive quantum mechanical (QM) description is reduced to the central
chemically active region. Long-range electrostatic interactions with the system remain-
der are accounted for on a classical level. Further implementation is needed and benefit
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13.2. Outlook

Figure 13.1.: Schematic illustration of the 3D Replica-Exchange Grand-Canonical
scheme. Each miniature cube represent one replica at specific (Tl, µO2,n, µH2O,m) ther-
modynamic state.

us to bridging the materials gap from simulating single-crystal surface to nanoparticle
model catalysts.

Indeed, inherently parallel nature of RE breaks if the computer time cost for MD
simulation of different replicas varied a lot. In particular, the self-consistent force (scf)
calculations have different time length due to the different system size. Accordingly,
the slowest replica (longest scf time length) makes all the other replicas wait, that is,
all the other jobs are idling and waiting for the slowest one to finish, leading to the
loading problem on HPC. A direct and simple solution is to divide a REGC simulation
involving a large number of replicas into several REGC calculations and each each of
them including a small number of replicas. For instance, for a system of interest, 128
replicas are needed and can be divided into 4 REGC simulations with each having 32
replicas, as discussed in chapter 9. Another solution can be to dynamically distribute the
computational resources among replicas based on their system size. Otherwise, flexible
number of time steps in MD simulation is adopted for different replicas. The last two
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13.2. Outlook

solutions need further development.
The surface/cluster systems studied in the thesis is one-component and the gas

particles are only allowed to adsorb on top of the surface. When studying the multi-
component surfaces, like GaAs under As pressure or Ga2O3 in contact with O2 gas, the
arsenic or oxygen atoms in the subsurface are also involved in the exchange with the
gas atmosphere. However, like the grand-canonical ensemble scheme, the method does
rely on a reasonable number of successful particle insertions to achieve compositional
equilibrium. As a consequence,the GC ensemble method cannot be used to study phase
equilibria involving very dense phase or crystalline solids/surfaces. There exists a tech-
nique that greatly facilitates the numerical study of such phase equilibria, that is, the
so-called ”semi-grand canonical (sGC) ensemble method”. [160] In the sGC ensemble,
temperature, pressure, and the total number of molecules are fixed. During a sGC sim-
ulation, particles are allowed to change their species identity, keeping the total number
of molecules fixed. Based on the particle interchanges, the sGC method works while the
GC scheme fails in inserting particles in a crystalline solid/surface. Therefore, a very
imperative further implementation of semi-grand canonical MC will be realized in the
future release of the FHI-PANDA package. [158]

The ultimate goal of theoretical heterogeneous or computational material science
is to lead the design of desired material e.g., catalysts, semiconductors, and topological
insulators, not just to agree with the experimental findings. Correspondingly, com-
putational initiatives [161–164] have already handled many thousands of different sys-
tems. Due to the wealth of calculated data increase exponentially with time, artificial-
intelligence (AI) or (big-)data analytics are needed finding the underlying physical mech-
anisms in terms of a set of physically meaningful descriptors invisible to the human eye.
Thus, it may lead to accelerate discoveries of new materials or phenomena.

Plenty of data including configurations, their corresponding forces, velocities and
physical properties are generated in a REGC simulation. So far, we only make use of
a tiny fraction of the data to construct phase diagrams with respect to any observable
dependent of atom position with the help of MBAR. Large portion of the data are
so far inefficiently exploited. Novel big-data analytics tools, e.g., based on machine
learning [165–169] or compressed sensing (CS) [170–173], promise to do so. Moreover,
due to the complexity of the data generated by REGC, further development of AI tools is
necessary when analyzing the REGC results or even unveiling the actuating mechanism
behind the phase diagrams.
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A. Appendix

A.1. Lennard-Jones surface

Figure A.1.: Equation of state of the Lennard-Jones fluid; isotherm at T = 2.0. The
solid line is the equation of state of Johnson et al. [138] and the squares are the results
from our grand-canonical simulations. The dotted line is the excess chemical potential
as calculated from the equation of state of Johnson et al in Ref. [174] and the circles
are the results of our simulations. All variables are in reduced units. The translation of
reduced units to real units for Lennard-Jones argon are the same in Ref. [46]
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A.1. Lennard-Jones surface

Figure A.2.: The set of (T , µ) states used for REGCMC simulations of the LJ system.
In each bracket, the first value represents temperature in unit of Kelvin (K), while the
second value indicates the chemical potential in unit of electron Volts (eV). There are
10 temperatures ranging from 200 to 650 K, with an interval of 50 K, and 16 chemical
potentials ranging from -2.4 to -0.9 eV, with an interval of 0.1 eV.
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A.1. Lennard-Jones surface

Figure A.3.: Phase diagrams of adsorption of B particles at the surface of a fcc(111)
substrate of A particles calculated by and aiAT (a) and MBAR (b) at low temperatures
conditions ranging from 60 to 350 K.
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A.2. Silicon clusters and surfaces at ab initio level

A.2. Silicon clusters and surfaces at ab initio level

Figure A.4.: Phase diagrams of chemical adsorption of H2 on Si2 cluster (a), verti-
cal electronic affinity (VEA) (b) and vertical ionization potential (VIP) (c) of Si2HN

at reactive gas phase, respectively. Phase diagrams of chemisorbed Si4HN (a), verti-
cal electronic affinity (VEA) (b) and vertical ionization potential (VIP) (c) of Si4HN

at reactive gas phase, respectively. The scale of panels (a) and (d) is the number of
chemically adsorbed H atoms. VEA and VIP in panels (b), (c), (e) and (f) are in eV.
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A.2. Silicon clusters and surfaces at ab initio level

Figure A.5.: Structures of isomers of each Si2,4 with HN size, respectively.
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A.2. Silicon clusters and surfaces at ab initio level

Figure A.6.: Distribution of adsorption energy (ESi4HN
−N/2EH2) of each thermody-

namical state in the REGCMD simulation for Si4. Each trajectory is divided into three
same interval (2000 REGCMD steps). The distribution is calculated at every interval
for each trajectory. The blue, orange and green bars indicate the energy distribution of
first, second and third interval of each trajectory, respectively.

Figure A.7.: The diffusion probability of each thermodynamical state in each config-
uration (replica) in the REGCMD simulation for Si4; Inset on the bottom right: the
standard deviation of each state.

Figure A.8.: Molecular dynamics pseudo-Hamiltonian H in stochastic velocity rescaling
thermostat [144] as a function of AIMD time step. Upper panel is H2 molecule; the other
is D2 molecule Black: time step of 1 fs. Red: time step of 2 fs. Red: time step of 3
fs. The pseudo-Hamiltonian is kept constant for H2 system when time step is 1fs. The
pseudo-Hamiltonian is kept constant for H2 system when time step is 1fs or 2fs.

Figure A.9.: The H2 gas density in the Si2H20 phase at (T = 500 K and pH2 = 2.3×104

atm). A sphere is defined as following: the center of mass for Si2H20 phase is the center
of every sphere, and the radius increases every 1 Å. The H2 gas density is calculated
by counting the number of H atoms per Å−3. The dash line denote the density of ideal
(ρideal) H2 gas at (T = 500 K and pH2 = 2.3 × 104 atm) condition. For the ideal gas,
ρideal = β × pH2 . [46]
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A.2. Silicon clusters and surfaces at ab initio level

Figure A.10.: Convergence of relative stability of isomers of Si4HN at DFT-PBE level.
The “light”, “tight”, and “really-tight” labels correspond to the three default levels for
the basis set size and numerical settings in the FHI-aims program package.

Figure A.11.: (a) Relative stability of surface energy per area (eV) as a function of
number of layers. 12 different Si(100) structures. (b) Relative stability of surface energy
per area (eV) of adsorbed structures as a function of number of layers. 20 different
Si(100) with one H adsorbed structures. (c) Relative stability of surface energy per area
(eV) as a function of fixed number of layers. 13 different Si(100) structures. (d) Relative
stability of surface energy per area (eV) of adsorbed structures as a function of fixed
number of layers. 13 different Si(100) with one H adsorbed structures.
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A.2. Silicon clusters and surfaces at ab initio level

Figure A.12.: (a) Relative stability of 13 different Si(100) surface structures with light
and tight basis functions. (b) k-grid convergence test for 13 different Si(100) surface
structures.

Figure A.13.: Energy differences between different reconstructions of Si(100) calculated
in Ref. [175] (left panel) and by the our DFT settings (right panel).
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