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ABSTRACT
Peptides and proteins fulfil crucial tasks enabling and maintaining life. Their function is

directly correlated with their three-dimensional structure, which is in turn determined by their
chemical composition, the amino-acid sequence. Predicting the structure of a peptide based only
on its sequence information is of fundamental interest. A fully first-principles treatment free of
empirical parameters would be ideal. However, this presents an ongoing challenge, due to the
large system size and conformational space of most peptides.

In the present work, we address this challenge concentrating on the example of polyalanine-
based peptides in the gas phase. Such studies under isolated conditions follow a bottom-up
approach that allows one to investigate the intramolecular interactions important for secondary
structure separate from environmental effects. Furthermore, direct benchmarks of theoretical
structure predictions against experiment are facilitated.

The peptide series Ac-Alan-Lys(H+), (n & 6), forms α-helices in the gas phase due to a
favorable interaction of the helix dipole with the positive charge at the C-terminal lysine residue.
Using this design principle as a template, we explore the impact of increased structural flexibility
on the conformational space due to (i) sequence length [Ac-Alan-Lys(H+), n = 19], (ii) charge
placement [Ac-Ala19-Lys(H+) versus Ac-Lys(H+)-Ala19], and (iii) backbone elongation of the
monomer units as represented by β-amino acids [Ac-β2hAla6-Lys(H+)]. To address the large
conformational space, we develop a three-step structure-search strategy employing an unprece-
dented first-principles screening effort. After pre-sampling of the conformational space using a
force field, thousands of structures are optimized employing density-functional theory (DFT).
For this, the PBE functional is used, coupled with a pairwise correction for van der Waals inter-
actions. For the best few structure candidates, ab initio replica-exchange molecular-dynamics
simulations are performed in order to refine the local structural environment. It is shown
that these can yield lower-energy conformations and lead to rearrangements of the hydrogen-
bonding network. In order to connect to experiment, collision cross sections are calculated that
link to ion mobility-mass spectrometry. Furthermore, infrared spectra are derived from ab initio
Born-Oppenheimer molecular-dynamics simulations accounting for anharmonicities within the
classical-nuclei approximation.

As expected, the 20-residue peptide Ac-Ala19-Lys(H+) forms helical structures. In contrast,
placing the charge at the N-terminus [Ac-Lys(H+)-Ala19], leads to several different compact
structures, which are close in energy. Such small energy differences present a challenge to the
theoretical approach. Incorporating exact exchange and many-body van der Waals effects pre-
dicts the presence of only one dominant conformer, which is compatible with both experimental
datasets.

In comparison to Ac-Ala6-Lys(H+), the β-peptide Ac-β2hAla6-Lys(H+) exhibits increased
conformational flexibility due to an extended monomer backbone. Out of the almost 15,000
structures optimized with DFT, no helical conformers are found in the low-energy regime. This
is changed when considering vibrational free energy (300 K, harmonic approximation), which
strongly favors helical conformations due to softer vibrational modes. One possible structure
candidate is the H16-helix, which is compatible with both experiments. It is a unique structure
as it exhibits a hydrogen-bonding pattern equivalent to the α-helix of natural peptides.

The systems considered here highlight the advances of current DFT functionals to address
the large conformational space of peptides, but also the need for further development.





ZUSAMMENFASSUNG
Proteine und Peptide erfüllen wichtige Aufgaben im Stoffwechsel lebender Zellen. Ihre Funktion ist

direkt an ihre dreidimensionale Struktur gekoppelt, die wiederum von der chemischen Zusammen-
setzung (der Aminosäuresequenz) bestimmt wird. Die Vorhersage der Struktur eines Peptides mittels
allein dieser Information ist von fundamentalem Interesse. Ideal wäre eine Beschreibung nur basierend
auf “ersten Prinzipien” und damit frei von empirischen Parametern. Allerdings stellt dies aufgrund
der großen Konformationsräume und Systemgrößen der meisten Peptide eine schwierige Aufgabe dar.

In der vorliegenden Arbeit wird dieses Problem am Beispiel Polyalanin-basierter Peptide in der Gas-
phase angegangen. Derartige Studien unter isolierten Bedingungen ermöglichen es, die intramoleku-
laren Wechselwirkungen, die kritisch für die Sekundärstruktur sind, getrennt von Einflüssen der
Umgebung zu untersuchen und damit von Grund auf zu verstehen. Weiterhin werden direkte Ver-
gleiche von theoretischen Strukturvorhersagen mit experimentellen Ergebnissen ermöglicht.

Aufgrund einer günstigen elektrostatischen Wechselwirkung des Helixdipols mit der positiven
Ladung am C-terminalen Lysinrest bildet die Peptidserie Ac-Alan-Lys(H+), (n & 6), α-Helizes in
der Gasphase. Ausgehend von diesem Designprinzip wird der Einfluss erhöhter struktureller Flexi-
bilität auf den Konformationsraum aufgrund von (i) Sequenzlänge [Ac-Alan-Lys(H+), n = 19], (ii)
Ladungsposition [Ac-Ala19-Lys(H+) versus Ac-Lys(H+)-Ala19] und (iii) Rückgratverlängerung der
Monomereinheiten [β-Aminosäuren, Ac-β2hAla6-Lys(H+)] untersucht. Für die Konformationssuche
wird eine dreistufige Strategie entwickelt, die auf ersten Prinzipien beruht und von ernormem Umfang
ist. Anschließend an eine Struktursuche mit einem Kraftfeld werden Tausende von Strukturen auf
Basis von Dichtefunktionaltheorie (DFT) optimiert. Hierfür wird das durch eine paarweise van der
Waals-Korrektur erweiterte PBE Funktional benutzt. Um die Strukturvorhersage zu verfeinern, werden
für die niedrigst-energetischen Strukturen anschließend ab initio replica-exchange Molekulardynamik-
Simulationen durchgeführt. Es wird gezeigt, dass hierdurch das Wasserstoffbrückennetzwerk verändert
werden kann und Strukturen mit niedrigerer Energie gefunden werden können. Die gewonnenen
Ergebnisse können über Kollisions-Wirkungsquerschnitte direkt mit experimentellen Ionenmobilitäts-
daten verglichen werden. Weiterhin werden Infrarot-Spektren aus ab initio Born-Oppenheimer Mole-
kulardynamik-Simulationen berechnet. Hierdurch werden anharmonische Effekte in der Näherung
klassischer Atomkerne berücksichtigt.

Wie erwartet bildet das Peptid Ac-Ala19-Lys(H+) mit 20 Aminosäureresten α-Helizes. Im Gegensatz
dazu führt die Positionierung der Ladung am N-Terminus [Ac-Lys(H+)-Ala19] zu einer Vielzahl
verschiedener kompakter Strukturtypen, die alle in einem sehr engen Energiebereich liegen. Derartig
kleine Energiedifferenzen stellen eine Herausforderung für die theoretische Methode dar. Nur unter
Berücksichtigung von exact exchange und einem Vielteilchenansatz für die van der Waals-Korrektur
wird die Existenz einer einzigen Struktur vorhergesagt, die mit beiden experimentellen Datensätzen
kompatibel ist.

Die Verlängerung des Monomerrückgrats vergrößert den Konformationsraum des β-Peptids Ac-
β2hAla6-Lys(H+) im Vergleich zu Ac-Ala6-Lys(H+). Unter den 15.000 DFT-optimierten Strukturen
werden im niederenergetischen Bereich keine helikalen Konformere gefunden. Dies ändert sich bei
Berücksichtigung freier vibronischer Energie (300 K, harmonische Näherung), da hierdurch Helizes
aufgrund von weicheren Vibrationsmoden stark stabilisiert werden. Ein möglicher Strukturkandidat
ist die H16-Helix, die mit den Ergebnissen beider Experimente kompatibel ist. Es ist hervorzuheben,
dass diese Struktur dasselbe Wasserstoffbrückennetzwerk aufweist wie die α-Helix in natürlichen
Peptiden.

Die hier betrachteten Systeme stellen zum einen die Fortschritte aktueller DFT Funktionale für
die Beschreibung des Konformationsraums von Peptiden heraus, heben zum anderen aber auch die
Notwendigkeit weiterer Entwicklungsarbeit hervor.
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1 INTRODUCTION

Proteins are biomolecules that play a key role in virtually all biochemical processes in the cells
of living organisms. They are the molecular machines that carry out the versatile and essential
tasks encoded in genes: As enzymes they catalyze biochemical reactions and as ion pumps they
govern the transport of ions through membranes. They are involved in signaling processes,
e.g., as receptor proteins on the outside of cell membranes or as antibodies of the immune
system recognizing and tagging foreign targets for destruction. Apart from that, they transport
molecules within a cell or through the body to the places where they are actually needed and
also have structural functions, e.g., in the cytoskeleton, the scaffold of the cell. The reason why
proteins can carry out these vast and versatile amounts of tasks stems from their ability to adopt
well-defined, specific shapes, where the functional groups are arranged in such a way that they
can selectively interact with other molecules. Understanding the mechanisms behind this and
the physical code that links the chemical formula of a protein to its actual function is an active
field of research[1–3], equally challenging to biologists, chemists, and physicists.

The molecular building blocks of proteins are the amino acids, each containing an amino
and a carboxy group (see Fig. 1.1a). They enclose a carbon atom that is linked to a side chain
specific to each of the 20 natural amino acids. When the amino and the carboxy group of two
amino acids react with each other, a peptide bond is formed. The linear polymers arising by the
linkage of amino-acid residues via such peptide bonds are called (poly)peptides or proteins (see
Fig. 1.1b). The continuous sequence of covalently bound atoms is referred to as the backbone of
the protein, where the sequence of amino acids is known as the primary structure.

In his landmark experiments in the early 1960s, Anfinsen[4, 5] found that folding, the process
that takes the protein from the denatured to its three-dimensional, functional shape, is reversible.
On these grounds, he formulated his thermodynamic hypothesis[5, 6] that the three-dimensional
native structure of a protein is the state where the system’s free energy has its global minimum

Figure 1.1: A schematic representation of (a) a natural α-amino acid with side chain R and (b) a peptide
with two amino-acid residues linked by a peptide bond. The color coding (nitrogen: blue, hydrogen: white,
carbon: cyan, oxygen: red) will be used throughout this thesis.

1
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Figure 1.2: Schematic examples of the (free) energy landscape of (a) a structure seeker, (b) a glass former,
and (c) a conformational ensemble.

and thus, is determined by its amino-acid sequence in a given environment. This structure
should be unique, stable (against small changes of the environment), and accessible within
biological time scales. Today it is accepted that folding is guided by a funnel-shaped (free)
energy landscape, with the process of protein structure formation governed by the free-energy
gradient[7]. The case of a structure seeker, with only one steep folding funnel pointing to one
ordered native state, is but one limiting case[8] of possible free-energy landscapes (see Fig.
1.2 a). The other extreme would be a sawtooth-shaped landscape with many local minima
that are similar in energy, yielding an unstructured glass former[8] (Fig. 1.2 b), depending
on the temperature and the barrier heights separating the local minima. Another scenario is
the conformational ensemble (Fig. 1.2 c) with a relatively flat free-energy surface exhibiting
several low-energy conformers separated by barriers that are distinct but not insurmountable.
Conformers that are higher in energy than the lowest-energy state, but that are still thermally
accessible, may be of importance in the context of molecular recognition[9].

Experiments observing protein folding suffer from the problem that high structural resolution
is very difficult to obtain together with sufficient temporal resolution. However, folding simula-
tions based on molecular dynamics (MD) provide high-resolution temporal and structural data
of the evolved trajectories[1]. On the other hand, reliable folding simulations have to deal with
three basic challenges: sufficient sampling of the conformational space, a high-accuracy descrip-
tion of the potential-energy surface (PES) and robust data analysis[3]. While average folding
times lie in the range of milliseconds,1 to obtain accurate trajectories, the equations of motions
have to be integrated with time steps of the order of femtoseconds leading to ≈ 1012 time steps
in total. Furthermore, to obtain good statistics many folding events have to be sampled. This
results in an excessive computational demand paired with the problem of large system sizes
(approximately 105 atoms using explicit-solvent simulations)[3]. Recently, due to initiatives
such as Folding@Home[10], a distributed-computing project where (private) people share idle
computer time of their (private) resources, or ANTON, a computer specifically designed for
molecular-dynamics simulations, millisecond simulations have become possible[3, 11, 12]. These
simulations, and in general most of the simulations for protein-related problems, are performed
using force fields. Force fields are empirical functions with fitted parameters that describe
the PES of a system based on the knowledge of the nuclear positions. However, the fitting

1There are also proteins that fold much slower, while there are also fast folders, which obtain their native state on the
order of microseconds.
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Figure 1.3: A schematic representation of a β-amino acid. The additional methylene CH2 group in the
backbone is highlighted with a light pink background.

process and the use of standard functional forms can lead to problems of limited accuracy and
transferability[13, 14]. To resolve subtle energy differences such as present, e.g., in conforma-
tional ensembles (see dotted red line in Fig. 1.2c), a first-principles method based on the solution
of the many-body Schrödinger equation would be desirable, treating all conformations on an
equal footing. However, such approaches are computationally much more demanding.

In this work, we assess the challenging problem of predicting the structure or structural
ensemble of a peptide on a quantitative level, employing an unprecedented first-principles
screening effort. For this, we use density-functional theory (DFT) with the PBE[15] exchange-
correlation functional explicitly corrected for long-range dispersion interactions[16] (PBE+vdW).
Given the huge conformational space of peptides, an efficient and reliable search technique has to
be developed. We obtain global sampling of the structure space by performing replica-exchange
molecular dynamics (REMD) simulations with a force field. Then we follow up with a local
refinement, relaxing thousands of structures with the PBE+vdW functional. In order to find the
lowest-energy structures of the respective basins, we perform PBE+vdW REMD simulations. For
validation purposes, we compare our structure predictions to experimental ion mobility-mass
spectrometry (IM-MS) and infrared multiphoton dissociation (IRMPD) data.

Specifically, we focus on two challenging application cases:

(i) We examine a 20-residue peptide system that is big enough to partially show tertiary
structure. In contrast to previous studies in our group[17], this peptide is not only much
larger, but also presents a very complex landscape with no a priori knowledge about its
structural preferences existing.

(ii) We further investigate the impact of backbone elongation of the amino-acid building blocks
as represented by β-peptides.

Just as the natural α-peptides, β-peptides belong to the group of homologous peptides, which
are composed of the homologous amino acids. A homologous series, in organic chemistry,
consists of compounds that differ in length by one methylene (CH2) group. As illustrated in
Fig. 1.3, a β-amino acid has one additional methylene group between the amino and the carboxyl
group compared to a natural (α)-amino acid [cf. Fig. 1.1(a)]. This backbone extension makes
a β-peptide more flexible as it yields one additional torsional degree of freedom per residue,
resulting in an even more complex conformational space. Another effect of this modification
is that, compared to α-peptides, β-peptides are more stable against proteases[18–20], which
are enzymes that cleave peptide bonds. This is interesting with respect to the possible use of
β-peptides for pharmaceutical purposes. In fact, it has already been shown that β-peptides are
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able to modulate native protein-protein interactions[18, 19, 21–24]. In this thesis, we investigate
how the conformational space of a β-peptide is influenced by its increased flexibility. For this,
we focus on a comparison between a natural α-peptide and its equivalent β-peptide obtained by
exchanging the α-amino acids with the corresponding β-amino acids.

For both the flexible β-peptides and the large natural peptides (20 residues), we clearly face the
limit of what can be achieved by first-principles electronic-structure methods today. Compared
to empirical methods such as force fields, probably the most important advantage of DFT is its
wider range of validity due to its quantum-mechanical foundation. Still, the exchange-correlation
functional is only approximately known. We assess the exchange-correlation functional applied
(PBE+vdW) and, along these lines, point out directions in which the theory can be improved.

The peptides dealt with in this thesis are based on polyalanine, where alanine (Ala) is a
relatively simple amino acid with a methyl group (CH3) as the side chain R (cf. Fig. 1.1). Addi-
tionally, the peptides contain lysine (Lys) residues, whose side chains have a protonated amino
group (CH2-CH2-CH2-CH2-NH+

3 ). All simulations are performed under isolated conditions.
This allows for a direct benchmark of first-principles simulations for feasible system sizes against
sufficiently detailed experiments under the exact same conditions.

This thesis is divided into three parts. Part I (Polypeptides and (free) energy surfaces) details
the theoretical background: After giving a general introduction about (non)natural polypeptides
(Chapter 2), we discuss methods to describe the PES (Chapter 3) and methods to explore it
(Chapter 4). Chapter 5 deals with the computation of infrared (IR) spectra and the calculation of
free energies.

In the second part, we focus on natural polyalanine-based peptides (Large polyalanine-based
peptides: structure and spectroscopy). In Chapter 6, we present benchmarks for IR spectra
obtained from first-principles MD simulations and in Chapter 7, we explain experimental
techniques relevant to this work and how to connect our theoretical results to the experimental
data. Chapters 8 and 9 focus on the conformational search and the comparison of Ac-Ala19-
Lys + H+ versus Ac-Lys-Ala19 + H+, where the lysine residue is located at the C- and the
N-terminus, respectively. The position of the protonated lysine residue has a critical impact on
the structure. While Ac-Ala19-Lys + H+ is clearly α-helical[25–28], Ac-Lys-Ala19 + H+ favors
a rather compact conformation. We also show how sensitive the specific conclusion is to the
details of the theoretical approach employed, including the results of more advanced methods
in targeted calculations.

Part III of this thesis (Dealing with conformational flexibility: homologous peptides) describes
the comparison of the structure space of natural versus non-natural β-peptides with an extended
backbone. More specifically, we compare Ac-Ala6-Lys(H+) and Ac-β2hAla6-Lys(H+). While
Chapter 10 focuses on the conformational search for Ac-β2hAla6-Lys(H+), in Chapter 11, we
compare the results for the two peptides and connect the findings to experiment in Chapter 12.

Chapter 13 gives the conclusions and an outlook.
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2 PEPTIDES AND PROTEINS

As mentioned in the introduction, proteins are biopolymers with amino acids as their monomeric
unit. As the name implies, amino acids are (carboxylic) acids containing an amino group.
A schematic representation of an amino acid was given in the introduction in Fig. 1.1a. At
physiological pH values, the carboxyl and the amino group of an amino acid are both ionized
(zwitterionic form), whereas in the gas phase they are neutral. Figure 1.1a depicts an amino
acid in its non-zwitterionic form. The Cα atom has four different substituents, which makes it
chiral. As a result, the same amino acid can adopt two configurations that differ in the spatial
arrangement of the atoms around the chiral center Cα. These two configurations constitute
mirror images (see Fig. 2.1) called enantiomers. The two enantiomers of amino acids are denoted
as L- and D-amino acids by convention, where in nature almost exclusively the L-type occurs.

The amino group of one amino acid and the carboxyl group of another amino acid can
formally react with each other as schematically illustrated in Fig. 2.2.1 The amino acids form a
bond between the amide nitrogen and the carbonyl carbon atom. It is called amide bond and
links two amino-acid residues. Formally, a water molecule is released upon the reaction. The
group of atoms C(=O)–N(H) is referred to as a peptide link or the peptide group. The linear
polymers obtained by the linkage of amino acids via amide bonds in a head to tail fashion are
called peptides. In this case, the amide bond is also referred to as peptide bond. Peptides with up
to ≈ 10 amino-acid residues are known as oligopeptides. Larger peptides are typically referred
to as polypeptides and polypeptides of more than 50-100 residues are denoted as proteins.

The covalently bound atom series · · · –C(=O)–N(H)–Cα–· · · constitute the peptide’s backbone.
As the amino acids in a peptide are all linked in the same way, a peptide has two defined termini.
One terminus comprises an amino group and is referred to as the N-terminus, while the other
one involves a carbonyl group and is consequently denoted as the C-terminus.

In the cells of living organisms, the synthesis of proteins takes place at the ribosomes.2 We

1In practice, the formation of a peptide bond is much more complicated and needs to be catalysed. We will get back to
this question later in this chapter.
2There also exists non-ribosomal peptide synthesis, which is catalysed by special enzymes called synthetases. The

peptides produced in this way are typically very short (up to 50 residues).

NH2

L-amino acid D-amino acid

NH2 C H

COOH

R

COOH

H C NH2

R

Figure 2.1: A schematic illustration of the two enan-
tiomers for amino acids: L- and D-configuration.
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Figure 2.2: Schematic illustration of the formal re-
action of two amino acids forming a peptide bond.
Upon this reaction a water molecule is released.

will only give a brief account here. More details can be found in virtually any biochemistry
textbook, e.g., in the book by Voet and Voet[29]. According to the central dogma of molecular
biology[30]3 the flow of information corresponds to DNA→ RNA→ protein. In the first step,
a process known as transcription, the nucleotide sequence of the DNA strand is copied to an
mRNA molecule. The mRNA is transported to the ribosomes, which catalyze the synthesis
of the proteins. The genetic code is a dictionary that relates the nucleotide sequence of the
DNA/mRNA to the polypeptide amino-acid sequence. It has a triplet character with three
nucleotides forming a codon that specifies one particular amino acid. Although there have
been many amino acids found in living organisms (more than 700[29]), proteins are composed
of only 20 amino acids referred to as standard amino acids.4,5 They are depicted in Fig. 2.3
together with their three- and one-letter code, by which they are frequently referred to. Their
side chains have different properties, which play an important role for protein function. The
amino acids depicted in the first row of Fig. 2.3 have a charged side chain at physiological pH
values: arginine, histidine, and lysine are positively charged, while aspartic acid and glutamic
acid are negatively charged. The second row of Fig. 2.3 illustrates amino acids whose side chain
is polar, but not charged at physiological pH values. The so-called special cases are shown in the
third row. Glycine’s side chain is a hydrogen atom, which makes it the only non-chiral amino
acid. The side chain of proline is cyclic and involves the imine nitrogen atom, restricting its
conformational freedom. The side chain of cysteine contains a thiol group. The thiol groups of
two cysteines can form disulfide bonds, which have an important impact on protein structure:
they can link two individual peptide chains or create a cross-link within the same chain[29]. The
fourth row of Fig. 2.3 illustrates amino acids with a hydrophobic side chain.

The flexibility of peptides originates mostly from rotations around single bonds, involving
changes of dihedral angles. A dihedral or torsional angle involves 4 atoms, A–B–C–D, and
is defined as the angle between the two planes spanned by the atoms A, B, C and B, C, D,
respectively, as depicted in Fig. 2.4. When looking along the rotational axis, the dihedral angle is

3This term was coined by Francis Crick, who was awarded the Nobel Prize in medicine in 1962 for his model of the
DNA structure (together with James Watson and Maurice Wilkins). He used the word dogma due to a misconception.
Later he said that he rather meant a hypothesis than a (religious) doctrine that is unquestionable.
4The genetic code ciphers the 20 standard amino acids. There are two additional aminoacids occuring in proteins of eu-

karyotes, selenocysteine and pyrrolysine, which are coded by different mechanisms. After the translation, proteins often
undergo posttranslational modifications. These include attaching other molecules (sugars, lipids, . . . ) or modifications
of the amino acids.
5In the laboratory, peptides can be synthesized by a technique known as solid-phase peptide synthesis (SPPS). A

detailed account of this method can be found in standard textbooks, e.g., Ref. [31].
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Figure 2.4: Dihedral angle between the two planes
spanned by atoms A, B, C, and B, C, D.
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Figure 2.5: Backbone dihedral angles for natural
α-peptides.

positive (negative) by standard convention if the end atom D in the back lies in a clockwise (anti-
clockwise) direction from the front reference atomA. The dihedral angles of a peptide’s backbone,
termed φ, ψ, and ω, are illustrated in Fig. 2.5. The torsional angle ω denotes the rotation about
the peptide bond. However, the partial double-bond character of the peptide bond prohibits
free rotation about the bond axis and renders the peptide group rigid and planar. Thus, ω has
only two distinct values: cis (0◦) and trans (180◦). Due to steric hindrance, the cis conformation
occurs only very rarely and almost all peptide residues assume the trans conformation[32]. The
only exception is proline, where about 5% of the residues take the cis conformation[32, 33]. This
is owed to the cyclic nature of its side chain: in both cis and trans conformations, the Cβ atom of
the preceding side chain encounters a carbon atom of the proline residue (either the Cα atom
in the cis conformation or the Cδ atom of the ring in the trans conformation) yielding a smaller
energy difference between the two states than for other residues[29].

Due to the restrictions for ω, the structure of peptides is most importantly characterized by
the dihedral angles φ and ψ. However, due to steric clashes not all (φ/ψ) angle pairs are possible.
This was first analytically determined in the seminal work by Ramachandran in 1963. In his
original paper[34], he varied the φ and ψ angles of dipeptides searching for steric interferences
between all atoms. For this, he considered the atoms as hard spheres and a steric clash was said
to occur when two atoms that are not covalently bound come closer than the sum of their van der
Waals radii. Obviously, this depends on the choice of the van der Waals radii. Ramachandran
used two datasets in his original work: normally allowed and outer limit distances. From
his results he could then define normally allowed and outer limit regions separated from
prohibited regions in a plot of the (φ/ψ) space that became known as the Ramachandran plot
or Ramachandran diagram. These regions coincide remarkably well with the ψ and φ data
angle pairs for known peptides[34]. The Ramachandran plot has been revisited and refined
in various efforts, e.g., in Ref. [35–37]. Figure 2.6 A) shows a Ramachandran plot based on
experimental data from Ref. [36] and Fig. 2.6 B) illustrates a Ramachandran diagram for > 4000

conformations of a polyalanine-based peptide relaxed based on density-functional theory (DFT)
using the PBE+vdW functional (see Chapter 3) in this work. The white regions denote forbidden
regions in the (φ/ψ)-space. The most important backbone conformations of proteins, helices and
β-sheets, are highlighted. They will be explained in more detail in Section 2.3.
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Figure 2.6: A) Ramachandran contour plot based on experimental data for 500 proteins provided with
Ref. [36]. The graph was generated using the scripts by Peter Cock[38]. The inner contour defines the
“favored” region (dark grey), which includes 98% of the data and the outer contour specifies the “allowed”
region (light grey), which contains 99.95% of the data. The position of typical secondary-structure backbone
conformations (see section 2.3) of proteins, namely helices and β-sheets are given. B) Ramachandran
plot for alanine-based polypeptide conformations relaxed with density-functional theory (PBE+vdW, see
Chapter 3) overlaid on the contour plot shown in A. The data comprises more than 4000 structures of the
20-residue peptide Ac-Lys-Ala19 + H+, where each red dot represents one dihedral angle pair.

The Ramachandran plots for different amino-acid residues differ only slightly. The diagrams
for residues with a side chain that is branched at Cβ generally exhibit smaller allowed regions
than the diagrams for residues that are unbranched at Cβ. Due to its cyclic side chain, proline is
the most conformationally restricted amino-acid residue, while glycine, which exhibits only a
hydrogen atom as side chain, has the largest conformational freedom with the largest allowed
regions in the Ramachandran plot. Furthermore, the Ramachandran plot of glycine is symmetric
in (φ/ψ) space.

2.1 INTERACTIONS SHAPING THE STRUCTURE OF

POLYPEPTIDES

The amino-acid sequence describes the covalent topology of a polypeptide. For the actual
three-dimensional structure, however, also non-covalent interactions play a crucial role. Apart
from steric hindrance and intermolecular interactions, such as between peptide and solvent,
there are many intramolecular interactions that play an important role for the formation and
stabilization of peptide structure. Among these are (intramolecular) electrostatic interactions,
which are ubiquitous. Charged residues, e.g., can form ion pairs (or salt bridges). Dipole-dipole
interactions are important as well, since many constituents of a polypeptide exhibit a permanent
dipole, most importantly the peptide group (approximately 3.5 Debye[39]). In helices, e.g., the
C(=O)–N(H) groups are aligned with their dipole moments summing up to a significant macro
dipole moment. Furthermore, permanent dipole moments induce dipole moments in other
molecules or atoms leading to an attractive interaction.
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Figure 2.7: Hydrogen bond between a carbonyl group and
an NH group in the backbone of an α-helical peptide.

Due to quantum effects, atoms have an instantaneous fluctuating electron density. The as-
sociated dipole (and higher) moment(s) polarizes neighboring atoms yielding an attractive
interaction known as London dispersion forces[40] or van der Waals interactions.6 The interac-
tion is very subtle. However, due to the large number of interatomic contacts, they play a crucial
role for structure formation and stability. Sometimes, especially in the chemistry community, the
term van der Waals interactions is also used to refer to interactions between permanent dipoles
as well as permanent and induced dipoles. However, in this thesis, we use the definition that is
common in physics, in which van der Waals interactions exclusively correspond to the London
dispersion forces.

Another class of important interactions are hydrogen bonds or H-bonds. Hydrogen bonds are
formed between a hydrogen atom, which is covalently bound to a donor D, and an acceptor A,
which has a lone-pair electron cloud. They are assigned a direction that points from the donor
to the acceptor. The donor group D-H is weakly acidic, while the acceptor A is weakly basic.
In polypeptides, most importantly nitrogen, oxygen and sometimes sulfur atoms act as donors
and as well as acceptors in hydrogen bonds. A hydrogen bond is represented as D–H· · ·A. An
example of a hydrogen bond between a carbonyl group and an NH group in the backbone of an
α-helical peptide is illustrated in Fig. 2.7. A hydrogen bond is more directional than a purely
electrostatic interaction but less than a pure covalent bond. Hydrogen bonds (D–H· · · A) are
often linear, with the donor group D–H oriented in the direction of the lone-pair electron orbital
of the acceptor, but deviations from this ideal are common. In this thesis, unless stated otherwise,
a hydrogen bond is considered to be present if the distance between a hydrogen atom and an
acceptor is less than 2.5 Å.

Hydrogen bonds show significant cooperativity phenomena[41–44]. For example, it was
found that hydrogen bonds in an infinite α-helical chain are strengthened by a factor of two
compared to an isolated hydrogen bond[41].

2.2 STRUCTURE HIERARCHY

The structure of proteins can be classified into four levels. This nomenclature was introduced by
Linderstrøm-Lang in 1951[45].

• The primary structure is the sequence and number of amino acids of a polypeptide, i.e.,
the covalent scaffold of the protein.

6Named after the Dutch physicist Johannes Diderik van der Waals.
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Figure 2.8: Different levels of protein structure formation: primary structure, secondary structure, tertiary
structure, and quaternary structure. The example illustrated in this picture is human hemoglobin taken
from the protein database (PDB ID: 1GZX). The primary and secondary-structure illustration comprise
residues 54 to 72. The ribbon runs along the polypeptide backbone as a guide to the eye, with a thicker
representation for helical segments. For clarity, the tertiary and quaternary structure are illustrated without
atoms in a cartoon representation. The blue subunit is chain A. Each subunit/chain is colored differently to
show the arrangement of the subunits in the quarternary structure.

• The secondary structure denotes the local three-dimensional backbone conformation of
the polypeptide, not considering the conformation of the side chains. The three main
secondary-structure elements are helices, pleated sheets, and turns. They are the building
blocks of the tertiary structure and will be discussed in more detail in Section 2.3. Helices
and pleated sheets are usually linked by turns, or by segments of the backbone that are
less easy to describe (although not necessarily less structured), often referred to as loops.

• The tertiary structure is the overall three-dimensional structure of a single polypeptide
chain. It arises through the association of the secondary-structure building blocks along
with the spatial arrangement of the side chains.

• Different separate polypeptide chains can associate together via non-covalent interactions
or disulfide bonds in a defined spatial arrangement. This is referred to as the quaternary
structure, where the individual polypeptide chains are called subunits.

Figure 2.8 illustrates the four different structure levels of proteins, based on the example of
human hemoglobin. The sequence of residues 54 to 72 (primary structure, Fig. 2.8a) forms a
helix (secondary structure, Fig. 2.8b). This helix is one of the secondary-structure building blocks
that makes up the three-dimensional structure (tertiary structure, Fig. 2.8c) of chain A, one of
the four subunits of hemoglobin. The assembly of the four individual subunits is referred to as
the quaternary structure (Fig. 2.8d).

2.3 SECONDARY STRUCTURE

The term secondary structure refers to the local three-dimensional conformation of the back-
bone of a polypeptide without considering the spatial arrangement of the side chains. There
are three main elements of secondary structure, namely helices, sheets, and turns. They are
called secondary-structure building blocks as they constitute the building blocks for the three-
dimensional overall shape of the polypeptide (tertiary structure).
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Helices are periodic structures, which are stabilized by (periodic) hydrogen bonds between
the carbonyl and NH groups in the backbone of the peptide. Examples of different helices are
depicted in Fig. 2.9. We note that in this thesis, we follow the CPK coloring convention named
after Robert Corey, Linus Pauling, and Walter Koltun[46]. Red spheres denote oxygen atoms,
white spheres are used for hydrogen and blue denotes nitrogen. The color used for carbon differs
in different visualization programs. In this thesis, the VMD program[47] is used for rendering in
most cases, which uses cyan for carbon by default.

The most prominent helix type, the α-helix, was predicted by Pauling, Corey, and Branson in
1951[48, 49]. They discovered it by systematically searching for all possible hydrogen-bonding
patterns of a single polypeptide chain based on four assumptions: (a) all residues are equivalent
(without regard to the side chains), (b) the planarity of the peptide group, (c) a distance of
2.72 Å between the acceptor (oxygen) and the donor (nitrogen) of the hydrogen bond, and (d)
a deviation from the linear arrangement of D-H· · ·A with ^(N,H,O)=180◦ by less than 30◦.
The α-helix is characterized by a hydrogen-bonding pattern with hydrogen bonds periodically
formed between every i and i+ 4 residue. The approximate dihedral angles are φ = −57◦ and
ψ = −47◦. An alternative way to denote helices is by giving the number of atoms involved in the
hydrogen-bonded pseudocycle as a subscript together with the number of residues comprised
in one turn. In the α-helix every hydrogen-bonded pseudocycle involves 13 atoms. One turn of
the helix comprises 3.6 residues with a rise along the helix axis per turn (pitch) of 5.4 Å. Thus, the
α-helix is also denoted as a 3.613-helix. A helix is chiral, i.e., it can be either left or right handed.7

For L-amino-acid residues the α-helix is right-handed due to sterical hindrances of the side
chains in the corresponding left-handed helix. In turn D-amino-acid residues form a left-handed
helix. The chirality of the helix thus depends on the chirality of the amino-acid residues.

Apart from the α-helix, Fig. 2.9 also shows other helix types and a scheme which illustrates
the corresponding hydrogen bond patterns. In the 2.27-helix each residue i forms a hydrogen
bond with residue i + 2. One turn is comprised of 2.2 residues and the hydrogen-bonded
pseudocycles contain 7 atoms. The 310-helix comprises 3 residues per turn and 10 atoms in the
pseudocycles formed by the hydrogen bonds between every i and i+ 3 residue. It has a pitch
of 6.0 Å and a smaller helix diameter than the α-helix. The π-helix, on the other hand, has a
larger helix diameter than the α-helix. Here, hydrogen bonds are periodically formed between
the i and the i+ 5 residue. While the α-helix makes up about 31% of the secondary structure
of proteins[29], the 310-helix is only occasionally found, mostly at the termini of α-helices. The
π-helix occurs very rarely and the 2.27-helix has never been observed. As illustrated in the
scheme in Fig. 2.9, in all helix types, the direction of the hydrogen bonds (defined to point from
the donor to the acceptor) points from the C- to the N-terminus of the peptide. This leads to
a helix dipole pointing in the same direction – due to the alignment of the hydrogen-bonded
C(=O)–N(H) groups along the helical axis, the individual dipole moments sum up to an overall
dipole moment of the helix, which points from the C- to the N-terminus (see Fig. 2.9). For steric
reasons, helical structures with periodic hydrogen bonds pointing in the opposite direction, i.e.,
from the N- to the C-terminus do not occur. However, as we shall see in the next section, for
peptides with an artificially extended backbone (homologous peptides) such types of helices
have been observed.
7The helix is called right (left) handed, if the helix spiral follows the direction of the remaining fingers when the right

(left) thumb is pointing along the helical axis.
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Figure 2.9: A schematic example of different helix types: 2.27-, 310-, α- and π-helix. The backbone of the
polypeptide chain is highlighted by a yellow ribbon. Hydrogen bonds are indicated by dashed blue lines
and hydrogen atoms that are attached to carbon atoms are omitted for clarity. The lower panel shows a
scheme of the corresponding hydrogen-bonding patterns. Each kink represents a carbon atom (with its
attached hydrogen atoms).

Figure 2.10: Schematic example of a parallel
and an anti-parallel β pleated sheet. Hydrogen
bonds are indicated by dashed lines and hydro-
gen atoms that are attached to carbon atoms
are omitted for clarity. The arrows depict the
direction in which the strand runs, i.e., from the
N- to the C-terminus.

βI βII

Figure 2.11: Illustration of two β turns: βI and
βII .
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The other basic secondary-structure type, the β pleated sheet, was likewise discovered by
Pauling and Corey in 1951[49, 50]. In contrast to helices, it involves hydrogen bonds between
separate individual polypeptide chains. There are two types of β pleated sheets: (a) the parallel
β sheet, where the two strands that are hydrogen bonded extend in the same direction, and (b)
the antiparallel β sheet, where the two strands that are hydrogen bonded extend in opposite
directions. Schematic examples of both types of β sheets are illustrated in Fig. 2.10. In the
antiparallel sheet, the hydrogen bonds are perpendicular to the chain direction, while for the
parallel β sheet they are diagonal. For both types, the side chains of the residues on adjacent
chains extend in the same direction, pointing alternately along opposite sides of the strand. The
dihedral angles of the individual residues of the strands are not 180◦, but (in an ideal sheet)
rather φ = −119◦ and ψ = 113◦ for the parallel sheet and φ = −139◦ and ψ = 135◦ for the
antiparallel sheet[29]. Hence, when viewed from the side, the sheets are not flat, but look rather
pleated, which is where the name ”pleated sheet” originates from. The number of strands found
in sheets ranges between 2 to 22 with an average of 6[29].

The third basic class of secondary-structure elements are turns. They are non-repetitive
and reverse the direction of a polypeptide chain. Turns come in different flavors. The most
important type of turns is the β-turn, which involves 4 consecutive residues i, i+ 1, i+ 2, and
i + 3. The original classification of β-turns goes back to Venkatachalam[51]. He categorized
them according to the dihedral angles of residues i + 1 and i + 2. Based on solely theoretical
considerations, he determined three general classes. They split into six categories βI , βI ′, βII ,
βII ′, βIII , and βIII ′[51], with the categories denoted with a prime being the corresponding
mirror images of the backbone conformation. In β-turns, the Cα atoms of residue i and i+ 3 are
in close contact (< 7 Å[52–54]), often coming along with a hydrogen bond formed between the
C(=O) of the i and the N(H) of the i+ 3 residue. Other turn types exhibit analogous features:
α turns usually exhibit a hydrogen bond between the i and i+ 4 residue and π turns between
the i and i + 5 residue. However, the H-bond in turns is often disrupted and its existence is
not necessary for the segment to be characterized as a turn. The most widely occurring motifs
are the βI- and βII-turn, which differ by a flip of 180◦ of the central peptide group. They are
schematically illustrated in Fig. 2.11. In proteins β-turns are often found in antiparallel β pleated
sheets reversing the direction of the strand. This constellation is called β-hairpin.

2.4 PEPTIDIC FOLDAMERS

Despite the versatility of sequence, structure, and function that proteins feature, biology spans
only a small part of the chemical space. It is a longstanding idea to increase the biological toolbox
by synthetic polymers with unique functions. Since the mid-1990s, non-natural polymers that
obtain a compact fold (foldamers[55, 56]) have more and more entered the scientific spotlight.
This was initiated from materials science, especially the interest in nylon and nylon deriva-
tives [57–64]. Nylon (derivatives) and peptides are chemically related as they both consist of
monomers that are linked by amide bonds. Nylon-2, e.g., corresponds to a polyglycine chain. A
schematic representation of the chemical formula of nylon-(m+1) is given in Fig. 2.12. If one (or
more) of the carbon atoms is substituted with a side chain, one speaks of a nylon derivative.

The pivotal trigger for the promotion of foldamers into an active field of research, however,
were the findings from Seebach’s[65, 66] and Gellman’s groups [55, 67], who showed that
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Figure 2.12: Schematic representation of the chemical formula of nylon-
(m+1). Nylon is a polymer, where the monomer units are linked by
amide bonds. It is named according to the number of carbon atoms in
the monomer unit, namely m+1. Nylon-2, e.g., thus corresponds to a
polyglycine chain.

Figure 2.13: A schematic representa-
tion of a β2- and β3-amino acid with
side chain R in its non-zwitterionic
form. The additional methylene
group is highlighted in pink.

oligomers composed of non-natural amino acids can adopt defined helical structures. The term
foldamer was coined by Gellman[55, 56] and describes ”any polymer with a strong tendency to
adopt a specific compact conformation”[56]. With respect to proteins, the term ”compact” rather
refers to the three-dimensional (tertiary) structure. However, the building blocks of the tertiary
structure are the secondary-structure elements. Thus, the first step in constructing a foldamer
has to be to identify synthetic oligomers that have a conformational preference similar to a
regular secondary-structure element (helices, turns, or sheets)[56]. The field of foldamer research
rapidly branched out (see Ref. [18, 68–78] and many references therein). This work, however,
specifically deals with peptidic foldamers, i.e., foldamers with monomeric units that can formally
be derived from natural amino acids. There are various possibilities to derive new monomers
from a natural α-amino acid such as exchanging atom types and altering or shifting the side
chain. Alternatively, one could imagine a building block with an extended backbone. Insertion
of methylene (CH2) groups between the amino group and the carboxylic acid results in the
class of homologous amino acids since, in organic chemistry, a series whose members differ in
length by one CH2 group is known as a homologous series. Natural amino acids occurring in
native proteins are the first members of such a homologous series. They have an amino group
attached to the α-carbon (Cα) and are thus denoted as α-amino acids. Amino acids exhibiting
one additional CH2 group have the amino group linked to the Cβ atom and, hence, are referred
to as β-amino acids. Analogously, γ- and δ-amino acids have 2 and 3 additional methylene
groups, and so on. They are commonly referred to as ω-amino acids[74]. Correspondingly,
oligomers composed of these amino acids are referred to as ω-peptides. In this thesis, the focus
is primarily on β-peptides. As depicted in Fig. 2.13, there are two different substitution patterns
for homologous β-amino acids. The side chain can be either substituted at the second or at the
third carbon position, leading to a β2- and β3-amino acid, respectively. For example, a β2-amino
acid derived from alanine (Ala) by backbone homologation is denoted as β2hAla following the
nomenclature in the literature[69, 79], where ”h” stands for ”homo”.

Of the homologous series, β-amino acids are the closest relatives to the natural α-amino acids
and have become the figurehead of foldamer research[77]. The additional methylene group in the
backbone yields one additional torsional degree of freedom per residue compared to the natural
α-amino acids making the β-peptide’s backbone more flexible. The backbone dihedral angles of
β-peptides are illustrated in Fig. 2.14 with the additional torsional angle denoted as θ (see Fig. 2.5
for a comparsion with α-peptides). Various secondary structure motifs have been found in
β-peptides and also hybrid α/β-peptides, covered in many reviews[18, 19, 69, 70, 72, 73, 77, 79–
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Figure 2.14: Backbone dihedral angles for β-peptides.

81] (see also many references in Ref. [74]). Besides turn and sheet motifs[18, 79], different
helical patterns have been experimentally observed[69, 77, 79] in solution (mostly in MeOH,
but also in H2O[82, 83]) and in the solid state based on X-ray crystallography, nuclear magnetic
resonance (NMR), and circular dichroism (CD) spectroscopy. For small isolated (gas-phase)
α/β-peptides and β-peptides, combined ultra violet-infrared (UV-IR) techniques have also been
used to elucidate the structure and identify single conformers[84–88]. This method will be
further described in Section 7.1.2.

Along with experimental studies many computational studies on β-peptides have been
performed, as reviewed in Ref. [74]. The group of van Gunsteren has conducted numerous
force-field based studies (see, e.g., Ref. [78, 89–100]) often in close collaboration with the Seebach
group[79, 89, 95–97, 99]. One of the first first-principles based studies was published in 1996
by Alemán and co-workers using Hartree-Fock calculations (see Chapter 3) to investigate β-
aspartate[63], which is a nylon-3 derivative. After this, many conformational studies were
conducted based on Hartree-Fock, MP2, and DFT calculations for various types of β-peptides[68,
101–104], also specifically investigating helices with H-bonds alternatingly pointing in opposite
directions (mixed helices)[68, 103, 105, 106]. In the following, we shall describe in more detail
which kinds of helices in β-peptides have been experimentally found or theoretically predicted.

Figure 2.15 illustrates schematic examples of different β-peptidic helix types and their cor-
responding hydrogen-bonding patterns. The helices are denoted by the number of atoms in
the hydrogen-bonded pseudocycles. As mentioned earlier, by convention, a hydrogen bond
D-H· · ·A has a direction, which points from the donor to the acceptor (D→A). The upper part of
the scheme in Fig. 2.15 shows helical patterns where the H-bonds point in opposite sequence
direction. In the corresponding helices this leads to a helix dipole pointing in opposite sequence
direction as well. This is analogous to the helices found in natural α-peptides (described in
Section 2.3). Hydrogen bonds between the i and the i+ 2 residue result in 8-membered pseu-
docycles (H8-helix). A H12-helix has periodic H-bonds between the i and the i + 3 residue,
a H16-helix between the i and the i + 4 residue, and a H20-helix between the i and the i + 5

residue.
In β-polypeptides, helices with hydrogen bonds pointing in the other direction, namely along

the strand direction, have also been found[69, 77, 79]. This yields a helix dipole, which points
from the N- to the C-terminus. Such helices are illustrated in the lower part of the scheme in
Fig. 2.15. Hydrogen bonds between the i and the i+1 residue lead to 10-membered pseudocycles
(H10-helix). The H14-helix has H-bonds between the i and i+ 2 residue, and the H18-helix has
H-bonds between the i and i+ 3 residue.

The most studied helical structure found in β-peptides is the H14-helix[69, 77, 79]. It has
been observed in the solid state by X-ray crystallography, but also in solution by NMR and CD
spectroscopy, mostly in methanol (MeOH), but also in water[82, 83]. Seebach and co-workers
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even found a H14-helix for an icosapeptide comprising all 20 different proteinogenic amino-acid
side chains[107]. A helix with 12-membered hydrogen-bonded pseudocycles (see Fig. 2.15), the
H12-helix, was discovered by Gellman and co-workers[67] for a conformationally restricted
β-peptide, where both the Cα and the Cβ are involved in a five-membered ring. Similar
conformationally restricted β-peptides have been shown to form H10-helices[108] and H8-
helices[109]. Recently, Fülöp and coworkers experimentally observed a H18-helix and confirmed
it by Hartree-Fock calculations[110]. The H20-helix has not been found, yet. For the H16-helix
there are hints from fibre diffraction studies of a nylon derivative[62, 111] and a Hartree-Fock
study[74]. In sequences with alternating β2- and β3-units, Seebach and co-workers[112, 113]
found a mixed helix, comprised of alternating 10- and 12-membered hydrogen-bonded rings
with the hydrogen bonds pointing in alternating directions. Such mixed helices are also referred
to as β-helices due to the similarities of their hydrogen-bonding pattern with a β-sheet. A well-
known example of a β-helix occuring in α-peptides is Gramicidin A[114–116] with alternating
20- and 22-atom membered hydrogen-bonded pseudocycles.8

As illustrated in the introduction, proteins, and also peptides, play a key role in virtually all
biochemical processes in the body. They are able to adopt very specific and diverse tasks, making
them extremely interesting for medical application. However, the use of natural peptides as
drugs suffers from several problems[117]:

1. their instability against proteases, which are enzymes that cleave peptide bonds,

2. their poor oral bioavailability, i.e., only a small fraction of the actual dose is eventually
absorbed after oral ingestion (e.g., due to too large molecular masses or/and the lack of
appropriate transport mechanisms),

3. their short excretion life times through kidney and liver, and

4. their interaction with multiple receptors due to their conformational flexibility (and not
only the ones that would be intended).

On the contrary to natural peptides, non-natural peptides seem to be promising candidates for
drug design. It could be shown that the stability against proteases is increased for homologous
peptides (see Refs. [18–20] and references therein). There are hints that small β-peptides
are orally bioavailable and have excretion times that are larger than for natural peptides[18].
Furthermore, several studies showed that β-peptides and heterogeneous α/β-peptides can be
used to modulate native protein-protein interactions[18, 19, 21–24, 118]. Based on a combined
experimental and theoretical study (force fields), Michel et al.[23] have identified a β-peptide that
has the potential to prevent the inhibitation of a cancer suppressor protein (p53) by oncoproteins.

2.5 ENERGY LANDSCAPES

As mentioned in the introduction, in their pioneering experiments in the early 1960s, Christian
Anfinsen and co-workers found that the folding of proteins is reversible[4]. Proteins can fold
into their native structure, denature and then re-fold again to the same state[4, 6]. From these
findings, Anfinsen inferred that the native state of a protein is coded in its amino-acid sequence

8This peptide consists of alternating L- and D-residues. It is not synthesized at the ribosomes, but by non-ribosomal
peptide synthesis.
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in a given environment (pH value, temperature, solvent, . . . )[4–6]. He furthermore deduced that
the native state has to be the global minimum of the system’s free energy. It is unique, stable
(against small changes of the environment), and accessible on biological time scales[5]. This
statement became known as the thermodynamic hypothesis.

Cyrus Levinthal[119, 120] argued that if a protein randomly searches its possible conforma-
tions for the native state, it will never find it, just like finding a needle in the haystack[7]. This
can be put into a mathematical framework (see, e.g., Ref.[121]): If there is a protein sequence
comprised of 101 amino acids with 3 microstates per peptide linkage, this would lead to 3100

possible conformations. Even if the protein was able to sample the conformations very fast, say
at a speed of 1013 per second, it would still take the protein 1027 years to sample all of them,
i.e., longer than the age of the universe. However, proteins do fold on biological time scales –
otherwise life would be impossible. This became known as Levinthal’s paradox[121, 122]. As
a solution to this paradox, Levinthal suggested the existence of folding pathways, which are
defined as a unique sequence of steps that take the protein from its denatured state to its folded
state[120]. Various efforts have been undertaken to identify folding pathways. These efforts are
reviewed, e.g., in Ref.[7]. However, Levinthal’s paradox is inherently flawed as it assumes all
conformations to be searched with the same probability, i.e., randomly. If an energy bias for
the conformations is introduced, it can be shown that folding times reduce to biological time
scales[121]. In the mid-nineties a new view[123, 124] of protein folding emerged, moving away
from folding pathways to an energy-landscape perspective[7, 125–127]. This was decisively
triggered by the Letter to Nature by Karplus9 and co-workers[128] who were the first to give a
detailed account on the free-energy surface of a protein. They used a 27-bead polymer model
and performed Monte Carlo simulations to fold the protein. Their results showed that not all
conformations were sampled upon folding. This means that folding times (measured in Monte
Carlo steps) are smaller than the times estimated by Levinthal. Furthermore, there are various
folding pathways that take the denatured protein to the native state instead of one unique
pathway[123, 128]. This resolves Levinthal’s paradox – Dill and Chan describe it with the picture
of skiers on a mountainside: although all of them start from different points on the mountain,
they will all eventually reach the same valley[7](see Fig. 2.16a). Folding is not guided by one
single unique pathway, but there exists a folding funnel, exhibiting multiple parallel pathways.
In contrast, Levinthal’s picture can be compared to a golf-course potential[7](see Fig. 2.16b), a
flat surface (all conformations having the same energy) with only one deep dip (the native state).
On such a landscape, the golf ball would idle around endlessly before finding the hole. However,
the landscape is not flat and thus, the search of the protein is not random, but directed to the

9Martin Karplus was awarded the Nobel Prize for chemistry in 2013.
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native state by the change in energy upon changing the atomic coordinates. Energy-landscape
theory has nowadays developed into a general theory focusing not only on proteins, but rather
unifying different research fields such as proteins, glasses, and molecular clusters[129]. Many
details that go beyond the scope of this summary here are covered in the textbook by David
Wales[130].

The potential-energy surface (PES) denotes the potential energy of a system, e.g., a protein,
as a function of all its atomic coordinates: V = V ({RI}) withRI denoting the positions of the
atomic nuclei and I = 1 . . . Nat, where Nat is the number of atoms. Considering a (3Nat + 1)-
dimensional space, V ({RI}) is a surface in this space, depending on 3Nat coordinates with the
(3Nat + 1)th dimension being the value of the potential energy. Local minima of the PES are
points where the gradient of the potential energy vanishes and where every infinitesimally small
variation of the coordinates will lead to an increase of V ({RI}). The lowest-energy minimum is
denoted as the global minimum of the PES. Methods to calculate V ({RI}) will be addressed in
Chapter 3.

At physiological conditions, the quantity that the protein or peptide aims to minimize is the
free energy. In order to understand and describe the thermodynamic properties of proteins and
peptides the PES is thus often projected onto the free-energy surface (FES) using a set of (reaction)
coordinates or order parameters {Xi}. The FES is the actual surface that is explored during
the folding or structure formation process. In contrast to the PES, which is a high-dimensional
function depending on 3Nat coordinates, the FES is typically described by only one or two order
parameters {Xi} (at least less than 3Nat). All other degrees of freedom enter the FES as averages
for fixed values of the order parameters. Frequently chosen order parameters {Xi} include the
number of hydrogen bonds, the radius of gyration, the electric dipole moment, or the root mean
square deviation (RMSD) of different conformations.

The free energy F ({Xi}) of a specific state {Xi} is related to the probability P ({Xi}) that this
state is occupied via[131–133]:

F ({Xi})− F ({X ′i}) = −kBT [lnP ({Xi})− lnP ({X ′i})] , (2.1)

with {X ′i} being a reference state. We here denote the free energy with F as we refer to the
Helmholtz free energy[131]

F (T, V ) = U − TS , (2.2)

where U is the internal energy averaged over all states of the ensemble, T is the temperature,
and S is the entropy. If the pressure p instead of the volume V is kept constant, the relevant
thermodynamical potential is the Gibbs free energy

G(T, p) = U − TS + pV . (2.3)

In this thesis, we use the Helmholtz free energy as the experiments of polypeptides in the gas
phase (as discussed in Chapter 7) are performed at p ' 0. Moreover, we are concerned with
energy differences, where for different conformers the term p∆V can be neglected due to the
extreme dilution of the peptides, so that ∆G = ∆F .



3 THEORETICAL METHODS TO DESCRIBE

THE ENERGY LANDSCAPE

This chapter intends to give a tutorial overview of the different theoretical methods used in this
work to describe the potential-energy surface (PES) of peptides and proteins. Within the scope
of the present thesis, this overview neither claims, nor aims for completeness. The interested
reader is referred to one of the many textbooks giving in-depth descriptions of the field, e.g.,
Refs. [134–137].

The present chapter starts with a description of empirical models of the potential-energy
function, called force fields. Force fields are classical models that do not take into account the
electronic structure explicitly with the advantage of being computationally cheap compared
to first-principles methods, which are described in the subsequent sections. First principles
(or ab initio) means that the quantum-mechanical many-body problem is solved based only
on the fundamental physical laws [Dirac or Schrödinger equation (SGE)], possibly including
physically motivated approximations, but without using model Hamiltonians or relying on
empirical parameters. First-principles methods enable us to obtain a much more reliable PES
than force fields. However, at the same time, they are much more computationally expensive.

3.1 FORCE FIELDS

Empirical potential-energy functions, called “force fields”, are widely used in computer simula-
tions of peptides and proteins[1, 2, 138]. A force field is constituted by a functional expression
used to describe the potential energy and the corresponding parameters that enter it. The
latter are determined by fitting to a set of experimental and/or theoretical data from quantum-
mechanical calculations. In fact, there are many different force fields. However, most of the
widely used force fields employ a similar form for the energy expression and similar techniques
for determining the parameters. For a more detailed description, we thus concentrate on one
representative of the standard force fields, namely the OPLS-AA force field[139] as it is used in
the present thesis. The given formulae follow Ref. [139].

The molecular interactions are divided into non-bonded interactions and bonded interactions,
where the latter comprise contributions from bonds, angles, and torsions. The overall potential-
energy function is given as:

Etot = Ebond + Eangle + Etorsion + Enon−bonded . (3.1)

The potential-energy term for the non-bonded interactions contains a Coulomb term accounting

23



24 Theoretical methods to describe the energy landscape

for electrostatic interactions and a Lennard-Jones potential term accounting for dispersion
interactions and Pauli repulsion:

Enon−bonded(AB) =

on A∑
I

on B∑
J

fIJ

[
qIqJ

e2

RIJ
+ 4εIJ

(
σ12
IJ

R12
IJ

− σ6
IJ

r6
IJ

)]
. (3.2)

The sum runs over all atoms I on molecule A and all atoms J on molecule B. For intramolecular
non-bonded interactions, the same expression is employed with I < J to avoid double counting.
The scaling factor fIJ is 0 if I and J are separated by less than three bonds, 0.5 if they are
separated by three bonds and 1 otherwise. The charges of the atomic units are denoted by qI
and RIJ is the distance between atom I and J . The parameters εIJ and σIJ describe the shape
of the Lennard-Jones potential. As a first step in the development of the OPLS-AA force field,
most of the parameters were adopted from the OPLS-UA force field[139–141], the predecessor
of OPLS-AA. UA stands for “united atom” and means that not all atoms are treated explicitly
[as it is done in the OPLS-AA (all-atom) approach]. In fact, the hydrogen atoms attached to
aliphatic carbon atoms are treated implicitly by adjusting the parameters for the carbon atoms
accordingly. For the OPLS-AA force field, the parameters that were adopted from the OPLS-UA
force field were refitted to the properties of organic liquids[139].

The bonded interactions include contributions associated with bond stretching, angle bending
and dihedral-angle rotations. Bond and angle deformations are described by harmonic springs
connecting the atoms, with Kr and Kθ denoting the corresponding spring constants:

Ebond =
∑

bonds

Kr(R−Req)2 , (3.3)

Eangle =
∑

angles

Kθ(θ − θeq)2 , (3.4)

R is the distance between the bonded atoms and Req denotes the equilibrium distance. Anal-
ogously, θ is the angle between the atoms with θeq being the equilibrium angle. Most of the
force constants Kr and Kθ were adopted from the (pre-existing) Amber force field[139, 142]. The
energy as a function of the dihedral angles is represented by a Fourier series:

Etorsion =
∑
i

V i1
2

[1 + cos(φi)] +
V i2
2

[1− cos(2φi)] +
V i3
2

[1 + cos(3φi)] , (3.5)

where the sum runs over all torsional angles φi. The parameters V i1 , V i2 , and V i3 were obtained
from fitting to MP2 data for the alanine dipeptide[143] (see Section 3.3 for a description of the
MP2 method).

As well as the OPLS force field, other popular and widely used standard force fields include
Amber[142, 144] and CHARMM[145–147]. The Amoeba force field, which is developed in
the group of Jay W. Ponder[148], is a “next generation” force field moving away from the
fixed-charge model to a description that takes polarization effects into account.

Due to the high computational cost of first-principles methods, force fields are currently
the only feasible approach to sample the conformational space of large peptides or whole
proteins. However, their reliability is generally restricted by two limitations[138]: additivity
and transferability. Additivity is related to the potential-energy function, where it is assumed
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Figure 3.1: Top: Structural representation of the alanine dipeptide and its dihedral angles φ and ψ.
Bottom: Contour maps of the alanine-dipeptide Ramachandran (φ,ψ)-surface computed with the OPLSAA,
Amber99sb, AmoebaPro13 force fields and at the density-functional theory (DFT) level of theory using the
PBE+vdW functional. A grid spacing of 10◦ was used. Contour lines are drawn every 20 meV. The color
code gives the energy relative to the respective global minimum. For the PBE+vdW plot, we increased the
grid spacing to 5◦ for φ between -180◦ and -120◦ and for ψ between -80◦ and 0◦ to obtain a better resolution.
However, as slight changes in the angles involve large changes in energy, there are still some small artifacts
visible in this region.
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that, for all systems, the potential energy can be expressed as a sum over different contributions
with a rather simple physical interpretation. Transferability refers to the parameters. They are
determined based on a (necessarily limited) set of systems and structures and it is questionable
to what extent they can be used to describe a much wider range of systems. In fact, it is well
known that the detailed PES of different force fields differ (manifested, e.g., in Ramachandran
plots[13, 14]), and that larger-scale conformational properties can also deviate[149–152]. We
illustrate this here based on the example of the Ramachandran surface of the alanine dipeptide
that we computed with the OPLSAA[143], Amber99sb[153] and the higher-level polarizable
AmoebaPro13[154] force fields (see Fig. 3.1). For a comparison, we also calculated the same at a
first-principles level of theory (density-functional theory (DFT) with the PBE+vdW functional,
explained in more detail in Section 3.5). We explored the (φ, ψ) dihedral-angle space using a two-
dimensional grid with a spacing of 10◦ for both dihedrals. For each of the 1296 grid points, we
performed a geometry relaxation with constrained φ and ψ values using the respective method.
For the force-field part, version 6.2 of the Tinker program[155] was used and for the PBE+vdW
calculations, we employed the “Fritz Haber Institute ab initio molecular simulation” (FHI-aims)
code with the PLUMED[156] interface (see Section 3.6 for more details on FHI-aims).

The contour plots of the Ramachandran surface obtained with the different methods are
depicted in Fig. 3.1. While they look qualitatively similar, they indeed show differences, e.g., in
the position of the local minima and maxima. The local minimum at around (φ = −110◦,ψ = 10◦)
of the PBE+vdW surface is not found by any of the force fields. Still, both the OPLSAA and
the AmoebaPro13 data resemble more closely the PBE+vdW results than Amber99sb, with
PBE+vdW being the highest-level theoretical method tested here. In this context, it is interesting
to note that both the torsional parameters of the OPLSAA and the AmoebaPro13 force field
have been determined by fitting to the Ramachandran surface of the alanine dipeptide obtained
using (single-point) MP2 calculations (the MP2 method will be explained in Section 3.4). The
torsional parameters are traditionally determined as the last step in the parametrization process
so that the total force-field energy is effectively fitted to reflect the training data, in this case the
Ramachandran surface of the alanine dipeptide. On the other hand, for the parametrization of
the torsional parameters of the Amber99sb force field, no alanine dipeptide data was used, but
MP2 energy differences of alanine and glycine tetrapeptide conformers. Together with the fact
that the OPLSAA and the AmoebaPro13 data are more similar to the higher-level PBE+vdW
results this highlights once again the transferability problem of force fields. They perform well
for the set of structures they were actually parametrized for, but transferability to different sets
of structures can not be guaranteed. In the following, we will discuss first-principles methods
for describing the PES of molecules based on the solution of the SGE. Such approaches have a
wider range of validity due to their more rigorous quantum-mechanical footing.
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3.2 THE QUANTUM-MECHANICAL MANY-BODY PROBLEM

The properties of a piece of matter, composed of nuclei and electrons, are determined by the
fundamental laws of quantum mechanics. The SGE[157] in its time-independent form reads:1

ĤΨn({RI}, {xi}) = EnΨn({RI}, {xi}) , (3.6)

where Ψn are the eigenvectors and En the corresponding eigenvalues, with n = 0 corresponding
to the ground state. Ψn is a many-body wave function depending on the set of coordinates of
the nuclei ({RI}, I = 1 . . . Nat) and the set of spatial coordinates ri and spin coordinates σi of
the electrons with {xi} = {(ri, σi)} with i = 1 . . . Nel. Nel is the number of electrons and Nat the
number of atoms in the system. Ĥ denotes the Hamiltonian operator, here written in atomic
units2:

Ĥ = −
Nat∑
I

∇2
I

2MI︸ ︷︷ ︸
T̂n

−
Nel∑
i

∇2
i

2︸ ︷︷ ︸
T̂e

+
1

2

Nat∑
I

Nat∑
J 6=I

ZIZJ
|RI −RJ |︸ ︷︷ ︸
V̂nn

+
1

2

Nel∑
i

Nel∑
j 6=i

1

|ri − rj |︸ ︷︷ ︸
V̂ee

−
Nel∑
i

Nat∑
I

ZI
|ri −RI |︸ ︷︷ ︸

V̂en

.

(3.7)
MI is the mass and ZI the atomic number of the corresponding nucleus. T̂n is the kinetic energy
operator for the nuclei and T̂e the electronic kinetic energy operator. V̂ee denotes the electron-
electron interaction, V̂nn the nuclear-nuclear interaction, and V̂en the electron-nuclear interaction.
Although we can write down a mathematical correct framework that determines the properties
of the system under study, the critical point is to find the many-body wave function, which is a
complex object depending on all nuclear and electronic coordinates. In order to solve the SGE
for realistic systems, it is thus crucial to find suitable approximations. The first approximation
usually applied is the Born-Oppenheimer approximation, which is discussed in the next section.

3.2.1 THE BORN-OPPENHEIMER APPROXIMATION

The physical reasoning behind the Born-Oppenheimer approximation[160] is based on the huge
mass difference between electrons and nuclei. The lightest nucleus, a single proton, has a mass
mP that is about 1800 times larger than the mass of an electron me. This suggests that electronic
and nuclear motion can be (approximately) decoupled. Upon a possible motion of the nuclei,
the electrons – or strictly speaking the electronic wave function – will instantaneously adjust
to the new nuclear positions. Meanwhile, they will always stay in the same electronic state;
the movement of the nuclei does not induce electronic transitions. This is the ”adiabatic” or
Born-Oppenheimer approximation. Mathematically, this decoupling of electronic and nuclear
motions can be realized by a product ansatz of the total wave function:

ΨBO({RI}, {xi}) = Θ({RI})Φn({RI}, {xi}) , (3.8)

1One should bare in mind that the universal equation naturally accounting for the spin of the electrons and relativistic
effects is the Dirac equation[158, 159]. However, solving the SGE is suitable for the problems treated in this thesis.
2We will use Hartree atomic units throughout the rest of this thesis, unless explicitly stated differently.
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where Φn({RI}, {xi}) denotes the electronic part of the wave function and Θ({RI}) indicates
the nuclear wave function. Φn({RI}, {xi}) is a solution to the electronic SGE

ĤeΦn({RI}, {xi}) = Ee
n({RI})Φn({RI}, {xi}) , (3.9)

with the electronic Hamiltonian

Ĥe = T̂e + V̂ee + V̂en . (3.10)

Φn({RI}, {xi}) defines the electronic wave function for a fixed configuration of the nuclei, where
the eigenvalues Ee

n({RI}) depend on the nuclear positions. As Ĥ does not direcly act on the
nuclear coordinates {RI}, they are solely parameters in Φn({RI}, {xi}).

If the ansatz ΨBO({RI}, {xi}) (Eq. 3.8) is put into the SGE, one finds:

ĤΘ({RI})Φn({RI}, {xi}) = (T̂n + V̂nn + Ĥe)Θ({RI})Φn({RI}, {xi}) (3.11)

= Φn({RI}, {xi}) · V̂nnΘ({RI})

+Φn({RI}, {xi}) · Ee
n({Ri})Θ({RI})

+Φn({RI}, {xi}) · T̂nΘ({RI})

−
Nat∑
I

1

2MI
Θ({RI})∇2

IΦn({RI}, {xi})

−
Nat∑
I

1

MI
[∇IΘ({RI})][∇IΦn({RI}, {xi})] .

The assumption of the Born-Oppenheimer approximation is to neglect the last two terms. They re-
sult from the nuclear kinetic-energy operator acting on the nuclear coordinates in Φn({RI}, {xi})
and decrease with 1

MI
[136]. Thus, in the limit of infinite proton mass the approximation becomes

exact. In this case, the nuclei move in an effective potential

V ({RI}) = Vnn({RI}) + Ee
n({RI}) . (3.12)

For n = 0, i.e., for the electronic ground state, Ee
0({RI}), this effective potential is called the

Born-Oppenheimer surface or potential-energy surface (PES) VBO. A more detailed account of
the Born-Oppenheimer approximation can be found, e.g., in the book by J. Kohanoff[136].

The Born-Oppenheimer approximation reduces the quantum many-body problem in Eq. 3.6
to an electronic-structure problem that involves solving the electronic time-independent SGE,
Eq. 3.9. The following sections focus first on wave function-based approaches, which aim at
finding accurate approximations to the electronic wave function. Subsequently, density-based
approaches are discussed, where not the wave function is the focus of interest, but the electronic
density.

3.3 HARTREE-FOCK METHOD

The electron-electron interaction V̂ee = 1
2

∑Nel

i

∑Nel

j 6=i
1

|ri−rj | couples the spatial coordinates of
the electrons. Thus, a simple product ansatz of one-electron wave functions generally does
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not yield a solution to the SGE. However, one can pursue such an approach to find an upper
boundary for the ground-state energy E0 of the system (Hartree method[161, 162]). According
to the variational principle the expectation value of the energy for any trial wave function (not
equal to the ground-state wave function) is always larger than the ground-state energy E0:

E0 < EHartree =
〈

ΦHartree

∣∣∣Ĥe
∣∣∣ΦHartree

〉
, (3.13)

where ΦHartree is the product function of one-particle wave functions yielding the lowest energy
under the contraint of 〈ΦHartree|ΦHartree〉 = 1. However, electrons are fermionic particles;
according to the Pauli principle their wave function has to be antisymmetric, i.e., it has to change
sign upon the exchange of two particle coordinates:

Φ(. . . ,xi, . . . ,xj , . . . ) = −Φ(. . . ,xj , . . . ,xi, . . . ) . (3.14)

An extension to the Hartree-method is the Hartree-Fock method, where the wave function is
written as a Slater determinant of single-electron orbitals[163, 164]. The mathematical form of a
determinant naturally yields the antisymmetry of the wave function with

ΦHF({xi}) =
1√
Nel!

∣∣∣∣∣∣∣∣∣∣
ϕ1(x1) ϕ2(x1) · · · ϕNel

(x1)

ϕ1(x2) ϕ2(x2) · · · ϕNel
(x2)

...
...

. . .
...

ϕ1(xNel
) ϕ2(xNel

) · · · ϕNel
(xNel

)

∣∣∣∣∣∣∣∣∣∣
, (3.15)

where {xi} = {(ri, σi)} again captures the spatial and spin coordinates for electron i, while {ϕi}
indicate a set of orthonormalized one-electron spin orbitals. The Hartree-Fock energy can then
be written as

EHF =
〈

ΦHF
∣∣∣Ĥe

∣∣∣ΦHF
〉

= −
Nel∑
i

∫
ϕ∗i (xi)

∇2
i

2
ϕi(xi)dxi (3.16)

−
Nel∑
i

Nat∑
I

∫
ZI

|ri −RI |
|ϕi(xi)|2 dxi

+
1

2

Nel∑
i

Nel∑
j

∫ ∫
1

|ri − rj |

|ϕi(xi)|2|ϕj(xj)|2︷ ︸︸ ︷
ϕ∗i (xi)ϕ

∗
j (xj)ϕi(xi)ϕj(xj) dxidxj︸ ︷︷ ︸

Coulomb integral Jij

−1

2

Nel∑
i

Nel∑
j

∫ ∫
1

|ri − rj |
ϕ∗i (xi)ϕ

∗
j (xj)ϕi(xj)ϕj(xi)dxidxj︸ ︷︷ ︸

Exchange integral Kij

.

The first term can be associated with the kinetic energy of the electrons. The second term involves
the electron-nuclei interaction, i.e., the Coulomb energy of the electronic charge density in the
electric field generated by the nuclei. The third term is denoted as the Hartree energy and is
composed of a sum over the so-called ”Coulomb integrals” as highlighted in the equation. Its
physical interpretation is a classical Coulomb energy between two charge distributions. The only
difference to the fifth term, the exchange energy, is that the coordinates of the spin orbitals in the
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integrals are exchanged. Hence, the name ”exchange integrals”. The exchange energy associated
with the exchange integrals is a quantum phenomenon, which does not have a classical physical
explanation. It arises through the ansatz of the wave function as an antisymmetrized product of
one-electron spin orbitals and couples only electrons in the same spin state.3 Thus, the energy
increases if electrons with the same spin come closer to each other. This fulfils Pauli’s principle,
which in a single-particle picture states that two electrons with the same spin cannot occupy
the same state. The self-interaction, namely the case j = i, exactly cancels in the Coulomb and
exchange integrals. Thus, i = j can be included in both sums, where the Hartree-Fock method
itself remains self-interaction free by construction. With the expression for the energy at hand,
the variational principle can be applied to find the Slater determinant yielding the lowest energy.
The variational expression reads:

δ

EHF −
Nel∑
i

Nel∑
j

λij

(∫
ϕ∗i (xi)ϕj(xi)dxi − δij

) = 0 . (3.17)

The variation of the energy with respect to infinitesimal small changes of the spin-orbitals
δϕ∗i (xi) needs to be zero under the additional constraint of ortho-normalized spin orbitals.
The latter is accounted for by employing Lagrange multipliers. When this is explicitly carried
out, one arrives at a set of single-particle equations for the spin orbitals, termed the ”Hartree-
Fock equations”. In this way, the many-body problem is reduced to a set of coupled effective
one-particle equations[136]4:

F̂iϕi(xi) =

(
−∇

2
i

2
−

Nat∑
I

ZI
|ri −RI |

)
ϕi(xi) (3.18)

+

Nel∑
j

(∫
ϕ∗j (xj)

1

|ri − rj |
ϕj(xj)dxj

)
ϕi(xi)︸ ︷︷ ︸

Ĵijϕi(xi)

−
Nel∑
j

(∫
ϕ∗j (xj)

1

|ri − rj |
ϕi(xj)dxj

)
ϕj(xi)︸ ︷︷ ︸

K̂ijϕi(xi)

= εiϕi(xi)

The Hartree-Fock equations constitute a self-consistency problem; the solution to the equations,
i.e., the orbitals, depends on the orbitals in turn. One approach to solve this self-consistency
problem is to expand the single-electron spin orbitals into a suitable basis set and solve the
equations based on an initial guess for the Slater determinant or an initial guess for the effective
potential. Using the solutions the equation can be set up and solved again. This procedure is
repeated until the solution does not change anymore, i.e., when self consistency is reached.

3This can be seen if the exchange integral is explicitly carried out:
∫

dx =
∫

dr3
∑
σ , where r are the spatial and σ the

spin coordinates. ϕi can be separated into a spatial and a spin part ϕi(x) = Λi(r) · χi(σ) with
∑
σ χ

∗
j (σ)χi(σ) = δij ,

i.e., the exchange integral is zero if ϕi and ϕj are not associated with the same spin state.
4The orbitals can be chosen to fulfil Eq. 3.18. In principle, ε is a matrix. For details, see e.g., Ref. [136].
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The Hartree-Fock energy in terms of the eigenvalues εi reads:

EHF =

Nel∑
i

εi −
1

2

Nel∑
i

Nel∑
j

(Jij −Kij) , (3.19)

where Jij and Kij are the Coulomb and exchange integrals, respectively, defined in Eq. 3.16.
The eigenvalues εi can be interpreted in terms of (approximate) ionization energies (Koopmans’
theorem[165]). Assuming that the remaining orbitals do not change upon removing one electron
from orbital i, the ionization energy I can be calculated as Ii

!
= EHF

i (Nel − 1)− EHF(Nel) ≈ −εi.

3.4 BEYOND HARTREE-FOCK THEORY: ELECTRON

CORRELATION

By construction, the Hartree-Fock method yields the best approximation to the many-body
wave function solution of the SGE based on a single-determinant ansatz. The exchange integral
couples electrons with the same spin state. However, also electrons with different spin states are
correlated via the non-local two-body Coulomb operator 1

|ri−rj | . Due to the single-determinant
ansatz in the Hartree-Fock method, the electron ”sees” only the mean field of the other electrons.
Quantum correlation (with the exception of Pauli correlation) is not captured. In fact, the
quantum-chemical definition of the correlation energy is the difference between the true ground-
state energy E0 associated with the correct many-body wave function and the Hartree-Fock
energy: Ecorr = E0 − EHF = Ecorr[135, 136].

To capture the electronic correlations, one has to go beyond a single-determinant ansatz. As
the Hartree-Fock method usually captures about 99% of the total energy[136], this is often done
by using the Hartree-Fock solution as a starting point. If the Hartree-Fock problem is solved
by expanding the orbitals in a basis set of P (linear independent) basis functions, one obtains
Nel occupied and (P −Nel) unoccupied single-electron spin orbitals. Based on the Hartree-Fock
wave function, i.e., the ground-state wave function which involves all occupied orbitals, one can
construct determinants that involve unoccupied states, termed excitations. A Slater determinant,
where one electron is excited from an occupied to an unoccupied state is called a single excitation
or single in short and is usually referred to by the letter S. A determinant with two electrons
being promoted to unoccupied states is a double excitation, double or D. Analogously, one defines
triple excitations (triples, T), quadruple excitations (quadruples, Q) and so on and so forth. The
number of possible determinants involving excited states grows combinatorially with

(
P
Nel

)
. If all

possible determinants are included in the ansatz for the many-body wave function the method
is referred to as full configuration interaction (CI). In the limit of a complete basis set, an ansatz
involving all possible determinants yields the true many-body wave function. However, due to
the combinatorial explosion, in practice normally a truncated CI version is used, i.e., only certain
excitations are included. CIS refers to an ansatz, where single excitations are involved, in CISD
singles and doubles are included and so on. The advantage of CI is that it is variational at each
truncation level, i.e., the best wave function within the given ansatz always yields the lowest
energy. However, truncated CI methods are not size extensive, which means that the energy
does not scale linearly with the system size (number of particles). This is, e.g., a problem for the
calculation of binding energies.
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Another method to go beyond a single-determinant approach is to add correlation on top of
the Hartree-Fock solution in a perturbative way. This was performed first by Møller and Plesset
in 1934[166] and will be covered in the next section.

3.4.1 MØLLER-PLESSET PERTURBATION THEORY

If the Hamiltonian Ĥ of the underlying problem differs only by a small perturbation from a
Hamiltonian Ĥ0, where the solution is known, one can split the full Hamiltonian Ĥ into two
parts:

Ĥ = Ĥ0 + λ∆Ĥ , (3.20)

where λ∆Ĥ is small. Furthermore, Ĥ0Φ
(0)
i = E

(0)
i Φ

(0)
i , with E(0)

i and Φ
(0)
i denoting the unper-

turbed eigenvalues and eigenstates of Ĥ0. The eigenvalues and eigenstates of Ĥ can then be
expanded in terms of λ

Ei = E
(0)
i + λE

(1)
i + λ2E

(2)
i + . . . , (3.21)

Φi = Φ
(0)
i + λΦ

(1)
i + λ2Φ

(2)
i + . . . . (3.22)

One finds that

E
(1)
i =

〈
Φ

(0)
i

∣∣∣∆Ĥ∣∣∣Φ(0)
i

〉
, (3.23)

E
(2)
i =

∑
j 6=i

∣∣∣〈Φ
(0)
j

∣∣∣∆Ĥ∣∣∣Φ(0)
i

〉∣∣∣2
E

(0)
i − E

(0)
j

. (3.24)

The sum in Eq. 3.24 runs over all eigenstates of Ĥ0. Perturbation theory is covered in all standard
quantum-mechanics textbooks. For further details see, e.g., Ref. [135, 167].

The idea of Møller and Plesset in 1934[166] was to define the reference Hamiltonian as the
sum of Fock operators Ĥ0 =

∑Nel

i F̂i, where the Fock operators were defined in Eq. 3.18. The
actual Hamiltonian of the system is then Ĥ = Ĥ0 + ∆Ĥ with

∆Ĥ =
1

2

Nel∑
i

Nel∑
j 6=i

1

|ri − rj |
−

Nel∑
i

Nel∑
j

(
Ĵij − K̂ij

)
, (3.25)

where K̂ij and Ĵij are the exchange and Coulomb operators defined in Eq. 3.18. The unperturbed
eigenstates of Ĥ0 are the Hartree-Fock Slater determinants with the ground-state wave function
Φ

(0)
0 = ΦHF and the ground-state energy E(0)

0 =
∑Nel

i εi, where the sum runs over all occupied
orbitals. The unperturbed energy plus the first-order correction corresponds to the Hartree-Fock
energy:

EMP1 = E
(0)
0 + E

(1)
0 =

Nel∑
i

εi +
1

2

Nel∑
i

Nel∑
j

(Jij −Kij)−
Nel∑
i

Nel∑
j

(Jij −Kij) = EHF , (3.26)

which is easily seen by comparing to Eq. 3.19. The second-order correction to the energy involves
all eigenstates of Ĥ0, i.e., all possible determinants that can be constructed from the Hartree-Fock
orbitals involving all possible excitations. Basically, these are all determinants that would be
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used in a full CI calculation. However, taking the Hartree-Fock determinant as the reference
state in Eq. 3.24, all matrix elements that involve excitations higher than second order are zero as
∆Ĥ is a two-body operator and the Hartree-Fock orbitals are orthonormal. Single excitations do
not contribute according to Brillouin’s theorem[135]. Thus, the second-order correction to the
energy includes only double excitations and reads

E
(2)
0 =

virtual∑
ν

virtual∑
µ<ν

occ∑
i

occ∑
j<i

|〈Φ(0)
0 |∆Ĥ|Φ

ijµν
0 〉|2

E
(0)
0 − Eijµν0

, (3.27)

with Φijµν0 denoting a determinant where two electrons have been promoted from occupied
states i and j to the virtual states µ and ν. The sum E

(0)
0 +E

(1)
0 +E

(2)
0 is called the MP2 energy,

EMP2. If P again denotes the number of basis functions, the computational effort of MP2 scales
as P 5. It is the most popular correlated method as it scales relatively well compared to other
methods (e.g., coupled-cluster theory, which will be explained below) and typically accounts for
80-90% of the correlation energy[136]. However, one drawback of the MP2 method is that it relies
on the quality of the approximation of the Hartree-Fock wave function to the real many-body
wave function. If HF does not yield a good approximation, MP2 will fail as well.

3.4.2 COUPLED-CLUSTER THEORY

Another method to introduce correlation beyond the Hartree-Fock level is coupled-cluster theory.
Originally formulated for problems in nuclear physics[168], it has been used in the realm of
quantum chemistry since the mid 1960s[169]. Its truncated version CCSD(T) (explained in more
detail below) is often referred to as the ”gold standard” of quantum chemistry as it yields very
high accuracy, while still being computationally feasible with a scaling of P 7[170–172]. In fact,
based on CCSD(T) calculations chemical accuracy or even subchemical accuracy, i.e., errors
lower than ≈1 kcal/mol or 43 meV, can be obtained for the interaction energies of molecules
with usual system sizes of up to ≈ 30 light atoms[171]. CCSD(T) calculations are often employed
for benchmarks[173, 174] and would be the ultimate goal for the (large) molecules dealt with
in the present thesis. However, the unfavorable scaling makes it infeasible for the system sizes
treated in this work (108 to 440 atoms). Nevertheless, a brief account is given in the following.

The wave function in coupled-cluster theory reads[136]

ΦCC = eT̂ΦHF , (3.28)

where ΦHF is the Hartree-Fock Slater determinant and T̂ is the cluster operator (not to be
confused with the kinetic-energy operator), which is composed of a series of operators T̂n

T̂ = T̂1 + T̂2 + T̂3 + T̂4 + · · ·+ T̂N . (3.29)

The operators T̂n create all possible excitations up to a certain order N . T̂1 generates single



34 Theoretical methods to describe the energy landscape

excitations, T̂2 generates double excitations and so on:

T̂1ΦHF =

virtual∑
ν

occ∑
i

tνi Φiν , (3.30)

T̂2ΦHF =

virtual∑
ν

virtual∑
µ<ν

occ∑
i

occ∑
j<i

tνµij Φijνµ ,

...

where t denote the excitation coefficients. The exponential function can be expanded yielding

eT̂ = Î + T̂1 +

(
T̂2 +

1

2
T̂ 2

1

)
+

(
T̂3 + T̂2T̂1 +

1

6
T̂ 3

1

)
+ · · · , (3.31)

where the terms producing the same order of excitations are grouped together. The first term
reproduces the Hartree-Fock wave function and the second term generates all single excitations.
The terms in the first bracket generate double excitations, where T̂2 produces connected double
excitations and T̂ 2

1 disconnected double excitations, and so on. By generating the wave function
in this way, coupled-cluster theory and also all truncated versions of T̂ become size extensive,
i.e., the computed energy scales properly with the system size.

In practice, only truncated versions of the cluster operator T̂ are computationally feasible. The
method based on T̂ = T̂1 + T̂2 is called CCSD and scales with P 6. CCSDT, i.e., T̂ = T̂1 + T̂2 + T̂3,
scales with P 8. Often the triple excitations are treated perturbatively, referred to as CCSD(T),
which reduces the scaling to P 7. For further details, the reader is referred to Refs. [135, 170, 175].

3.5 DENSITY-FUNCTIONAL THEORY

The quantum-chemistry methods discussed in the previous sections focus on the wave func-
tion as the central quantity. As the name density-functional theory (DFT) implies, here, the
fundamental quantity is the electronic density, which is defined as

n(r) =

〈
Φ

∣∣∣∣∣
N∑
i=1

δ(r − ri)

∣∣∣∣∣Φ
〉

. (3.32)

The electron density is real-valued and positive. It depends on three spatial coordinates, which
is a large simplification compared to the many-body wave function Φ, which is a complex
function of 4N coordinates (spatial and spin coordinates). The formal foundation of DFT is the
Hohenberg-Kohn theorem[176]. It contains two statements:

1. The ground-state electron density n0(r) uniquely defines the external potential vext(r),
except for an additive constant (vext(r) corresponds to the electron-nuclei interaction
−
∑Nat

I
ZI

|r−RI | plus possible other external fields). This implies that n0(r) also defines the
many-body wave function (ground and excited states) and thus, that all observables of the
system are unique functionals of the ground-state density.

2. The energy of the system can be written as a functional of the density E = E[n] =

FHK[n] +
∫
vext(r)n(r)dr for any external potential. FHK[n] = T [n] + Eee[n] is a universal
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functional, which contains the kinetic-energy functional T [n] and the electron-electron
interaction energy functional Eee[n]. The ground-state energy E0 is the global minimum of
E[n], which is obtained by the exact ground-state density n0, i.e., E[n] ≥ E0 = E[n0].

Proofs for these theorems can be found in the literature, e.g., in Ref. [137]. The original
proofs by Hohenberg and Kohn[176] were conducted for systems with non-degenerate ground
states. However, it can be shown that the Hohenberg-Kohn theorem is also valid for systems
with degenerate ground states[177, 178]. The second part of the theorem states that there is a
variational principle for E[n] and thus provides a recipe how to obtain the ground-state density.
For any variation δn(r)

δ

{
E[n]− µ

(∫
n(r)dr −Nel

)}
= 0 , (3.33)

where µ is a Langrange parameter that ensures the conservation of the particle number Nel.
However, the universal functional F [n] is not known such that Eq. 3.33 does not provide
a practical solution. The most widely used approach, which allows for a practical use of the
Hohenberg-Kohn theorem, was introduced in 1965 by Kohn and Sham[179] and will be discussed
in the next section.

3.5.1 KOHN-SHAM EQUATIONS

The basic idea of the Kohn-Sham ansatz[179] is to map the interacting system of electrons onto an
auxiliary system of non-interacting electrons with the same electronic density. The solution of the
SGE for a non-interacting system of particles at T = 0 K is a Slater determinant of one-electron
orbitals ϕi with the electron density

n(r) =

Nel∑
i

|ϕi|2 . (3.34)

The kinetic energy for this non-interacting system is known and reads

Ts[n] = −
Nel∑
i

〈
ϕi

∣∣∣∣∇2

2

∣∣∣∣ϕi〉 , (3.35)

where the subscript s stands for single particles. The complete ansatz from Kohn and Sham for
the energy functional is

E[n] = Ts[n] +

∫
vext(r)n(r)dr + EH[n] + EXC[n] . (3.36)

EH[n] is the Hartree-energy term, which describes the classical Coulomb interaction of two
charge distributions

EH =
1

2

∫ ∫
n(r)n(r′)

|r − r′|
drdr′ . (3.37)

The exchange-correlation functional

EXC = FHK[n]− Ts[n]− EH[n] (3.38)
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captures everything that is not accounted for by approximating the kinetic-energy functional
as the kinetic-energy functional of non-interacting particles and by approximating the electron-
electron interaction with the Hartree energy. This means the exchange-correlation energy
contains the kinetic correlation, the exchange energy (arising from Pauli’s principle), the correla-
tion energy, and the self-interaction correction. The latter is the error in the Hartree energy term
that arises by the electrons interacting with themselves, which is easily seen when considering a
one-electron system: even for a one-electron system, the Hartree energy would incorrectly yield
a non-zero contribution. Hartree-Fock theory, on the other hand, is self-interaction free as the
self-interaction term arises in the exchange term with the opposite sign and thus exactly cancels
with the self-interaction term in the Hartree energy. Applying the variational principle to the
Kohn-Sham energy functional (see Eq. 3.33) yields

δTs[n]

δn(r)
+ veff(r) = µ , (3.39)

with the effective potential veff(r):

veff(r) = vext(r) +

∫
n(r′)

|r − r′|
dr′ + vXC(r) , (3.40)

where the exchange-correlation potential is defined as vXC(r) = δEXC[n]
δn(r) . As Ts[n] is the kinetic

energy of a system of non-interacting particles, this equation corresponds to the case of single
particles moving in an effective potential veff(r). The single-particle orbitals ϕi satisfy one-
particle Schrödinger equations{

−∇
2

2
+ veff(r)

}
ϕi(r) = εiϕi(r) , (3.41)

which are known as the Kohn-Sham equations. The Kohn-Sham equations are effective single-
particle equations as veff(r) depends on the electron density, i.e., they constitute a self-consistency
problem similar to the Hartree-Fock equations (Eq. 3.18).

After solving the Kohn-Sham equations, the density of the interacting system can be calculated
using Eq. 3.34 as the auxiliary non-interacting system was chosen to have the same density as
the interacting system. The Kohn-Sham energy in terms of the eigenvalues reads:

EKS[n] =

Nel∑
i

εi − EH −
∫
vXC(r)n(r)dr + EXC[n] . (3.42)

However, the problem that remains is that the exact expression for the exchange-correlation
potential is unknown and approximations have to be found.

3.5.2 APPROXIMATIONS TO THE EXCHANGE-CORRELATION FUNCTIONAL

Since the beginnings of Kohn-Sham DFT there has been a great effort to find the best approx-
imation to the exchange-correlation functional. Perdew classified this zoo of functionals in a
Jacob’s ladder picture[180], where the Hartree approach is located on earth and the functional
that yields results with chemical accuracy (i.e., with errors that are smaller than ≈1 kcal/mol
or 43 meV) placed in heaven. The different rungs of the ladder are constituted by functionals
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with increasing levels of complexity. However, one should bear in mind that a higher level of
complexity does not necessarily imply a more accurate description. There can be functionals on
a higher rung that perform worse for a certain set of systems than a functional on a lower rung.

The functionals on one rung itself can be divided into two philosophical directions: non-
empirical and empirical. In the former, free parameters are chosen in a way that satisfies physical
constraints, while in the latter the free parameters are fitted to reference data.

3.5.2.1 LOCAL-DENSITY APPROXIMATION

The first rung of Perdew’s ladder is the local-density approximation (LDA), which was already
proposed in the original paper by Kohn and Sham[179]. The idea behind this approximation
is to reduce the problem of the unknown exchange-correlation functional to a well-known
model system, the homogeneous electron gas (HEG), as a starting point. One can rewrite the
exchange-correlation (XC) energy

EXC[n(r)] =

∫
εXC[n] n(r)dr , (3.43)

in terms of the energy density per particle εXC[n].
In the LDA the system is divided into bins, where the electron density is assumed to be

constant. In all bins the exchange-correlation energy density is then taken to be the energy
density of the homogeneous electron gas with the corresponding electron density. In the limit of
infinitesimal small bins this reads:

EXC
LDA[n(r)] =

∫
εXC

HEG(n) n(r)dr . (3.44)

The exchange-correlation energy of the homogeneous electron gas can be divided into an
exchange and a correlation part:

εXC
HEG = εC

HEG + εX
HEG . (3.45)

The exchange part is known analytically[181, 182] with εX
HEG[n] ∝ n1/3. For the correlation part

the low-density limit was determined by Wigner[183] and the high-density limit was determined
by Gell-Mann and Brueckner[184]. For the intermediate range, very accurate quantum Monte
Carlo data exists from Ceperley and Alder [185]. Different types of LDA parametrizations
basically differ in the way how this data was interpolated. The most common parametrizations
are the Perdew-Zunger[186], Perdew-Wang[187], and Vosko-Wilk-Nusair[188] forms of LDA.

LDA generally performs well for ”well-behaved” solids, i.e., covalently bonded, ionic or
metallic systems. This is partly due to an error-cancellation effect: While the exchange energy
is typically underestimated, the correlation energy is typically overestimated in LDA[181].
Generally, LDA tends to overbind, i.e., lattice parameters are too small and cohesive energies
are too large[136]. Approximating the exchange-correlation energy at each point in space by
the exchange-correlation energy of a homogeneous electron gas presumes that the density of
the system varies only slowly. For systems with rapidly varying densities, i.e., for instance
molecules or atoms, LDA fails to correctly describe their properties. The next generation of
exchange-correlation functionals, which occupy the second rung of Perdew’s Jacob’s ladder,
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tries to account for this.

3.5.2.2 GENERALIZED GRADIENT APPROXIMATION

The most evident way to improve on LDA is to take into account the information of the inhomo-
geneity of the density. The first effort in that direction was the gradient-expansion approximation
(GEA) usually written as

εXC = εXC
HEG[n(r)] · FXC[n(r),∇n(r), . . . ] , (3.46)

where FXC is the so-called enhancement factor, which represents an expansion in terms of the
gradient and higher-order derivatives. However, high-order expansion coefficients are hard to
calculate and lower-order expansions were found to not necessarily improve on LDA. On the
contrary, they often yield worse results because they violate physical constraints [136, 189–193].
It turned out that choosing a general type of FXC as a function of n(r) and∇n(r) instead of a
Taylor expansion yields much better results[136]. These types of approximations are referred
to as generalized gradient approximations (GGAs). The GGA-type functionals occupy the
second rung of Perdew’s Jacob’s ladder. The generalized form of FXC offers flexibility for
parametrization. Correspondingly, there exist many different GGA functionals. The first GGA
functional was proposed in 1981 by Langreth and Mehl[194]. In the physics community the
most widely used GGA is the PBE functional[15], which is named after its developers Perdew,
Burke, and Ernzerhof. Its parameters were determined by imposing physical constraints, i.e., it
is non-empirical. On the other hand, B88, named after its developer Becke and the year when it
was proposed (1988)[195], is a formulation of the exchange energy where the parameters were
fitted to Hartree-Fock calculations. It is very often used together with the correlation energy
proposed by Lee, Yang, and Parr (LYP), which then goes by the name BLYP[196].

Due to the dependence on the gradient of the density ∇n(r), GGA functionals are often
referred to as semi-local. In general, they make up for many of the deficiencies of LDA. Cohesive
energies, atomization energies, and lattice parameters are improved, where the latter are typically
slightly overestimated. Additionally, GGAs yield better results for the energetics of hydrogen-
bonded systems[197, 198].

3.5.2.3 HYBRID FUNCTIONALS

In Hartree-Fock theory, the exchange energy is described exactly and the self-interaction is
completely cancelled. However, the Hartree-Fock approach lacks the correlation energy and
adding correlation corrections on top of Hartree Fock (see Section 3.4) has an unfavorable scaling
with system size. On the other hand, one critical point of the semi-local exchange-correlation
functionals in DFT is the insufficient cancellation of the self-interaction error. It is thus a
promising route to couple Hartree Fock theory and density-functional approximations in order
to reduce the self-interaction error present in the latter[199]. Those efforts result in the class of the
so-called hybrid functionals, where a certain fraction of exact exchange in the spirit of Hartree-
Fock is mixed into the exchange-correlation functional. In contrast to Hartree-Fock theory, where
the Hartree-Fock orbitals are used, in DFT the exact-exchange (EX) integral (see Eq. 3.16) is
written in terms of the Kohn-Sham orbitals. Becke[199] showed that the construction principle
of hybrid functionals can be rationalized based on the adiabatic-connection formula[200–203],
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which gives an exact description for the exchange-correlation energy. Approximating the latter
yielded the ansatz[204]:

EXC
hybrid = αEEX + (1− α)EX

DFA + EC
DFA , (3.47)

where DFA stands for density-functional approximation. The best choice for α should depend
on the system. However, the best single value for most molecules was determined to be α = 0.25

based on perturbation-theory considerations[204]. When using the PBE functional[15] in Eq. 3.47,
one arrives at the PBE0 hybrid functional[205, 206].

The DFT workhorse hybrid functional in the chemistry community is B3LYP[207, 208], where
the exchange-correlation energy is expressed as follows:

EXC
B3LYP = α0E

EX + (1− α0)EX
LDA + α1(EX

B88 −EX
LDA) + (1− α2)EC

VWN + α2E
C
LYP . (3.48)

The parameters α0 = 0.20, α1 = 0.72, and α2 = 0.81 were determined by fitting to a database of
atomization energies, proton affinities, ionization potentials, and total atomic energies[207, 209,
210]. EX

B88 denotes the exchange energy functional proposed by Becke in 1988[195], EC
LYP is the

GGA-type correlation energy by Lee, Yang, and Parr[196], and EC
VWN is the parametrization of

the LDA correlation energy by Vosko, Wilk, and Nusair[188].

3.5.3 DISPERSION CORRECTIONS TO THE XC-FUNCTIONAL

APPROXIMATIONS

Van der Waals (vdW)5 or dispersion interactions are ubiquitous in nature and, as discussed in
Section 2.1, it is crucial to take them into account when studying peptides and proteins[211].
They arise through quantum-mechanical fluctuations in the electron density of the atoms, which
lead to instantaneous dipole moments (and higher-order multipole moments). The instantaneous
multipole moments on one atom induce multipole moments on a second atom in turn. The
interaction of these multipoles results in an attractive force, known as London dispersion
forces in honor of Fritz London[40]. This is the definition of van der Waals interactions that
is common in physics and, as mentioned in Section 2.1, which we will use here. One has to
bear in mind, though, that in chemistry the term ”van der Waals” forces refers not only to the
dispersion interactions, but includes also permanent dipole-dipole interactions and permanent
dipole-induced dipole interactions.

In a classical picture, the electric field of a dipole p1 decreases with E1 ∝ p1/R
3, i.e., the

dipole moment of an induced dipole in an atom at position R is p2 = αE1 ∝ αp1/R
3. The

potential energy of the first dipole in the field of the second dipole, i.e., the interaction energy
between the two dipoles, then reads E = −p1 ·E2 ∝ −αp2

1/R
6. The magnitude of the interaction

depends on the polarizability α of the atoms, which is the proportionality factor between the
induced dipole moment of an atom and the external field causing the dipole moment.

In fact, the term proportional to R−6 is the first term in an expansion of the dispersion energy

5Named after the Dutch physicist Johannes Diderik van der Waals.
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between two atoms in terms of the interatomic distance R[40, 212]6

Edisp = −
∞∑

i=6,8,10,...

Ci
Ri

, (3.49)

where Ci denote the dispersion coefficients. In practice, often only the first term is kept, which is
(normally) the dominant term and determines the long-range behavior. In the correct quantum-
electrodynamical description, the polarizability becomes frequency dependent and the CAB6

coefficient for the dispersion interaction between two atoms A and B reads[213]:

CAB6 =
3

π

∫ ∞
0

αA(iω)αB(iω)dω . (3.50)

The accuracy of DFT with respect to the description of dispersion interactions depends greatly
on the XC functional. Along with the tendency of LDA to overbind, LDA yields too small binding
distances and too high binding energies for van der Waals-bonded systems, while semi-local
and hybrid functionals tend to yield purely repulsive behavior or at least underbind[214–218].
Despite differences in the exact description and performance, it is well established that present-
day semi-local functionals cannot describe the R−6 decay of the long-range tail of the dispersion
interactions correctly[211].

There are several approaches to make up for this deficiency. Various (hybrid) meta-GGAs
(where besides gradient corrections also the kinetic-energy density is considered) developed in
the group of Truhlar were parametrized to implicitly account for dispersion interactions[219–
222]. They partially depend on more than 30 parameters. However, while they partly mimic
dispersion interactions for small separation distances between the atoms, they miss the correct
description of the long-range tail[223]. Another approach pursued by Langreth, Lundqvist
and co-workers is to directly construct a non-local correlation energy functional, known as
vdW-DF[224] and an improved version vdW-DF2[225].

A widespread approach to correct present approximations to the exchange-correlation func-
tional for the long-range tail of van der Waals interactions is to use pairwise approaches of the
form[16, 211, 226–235]:

Edisp = −1

2
s
∑
A,B

fdamp(RAB , R
0
A, R

0
B)
CAB6

R6
AB

, (3.51)

where the energy correction Edisp is then added to the DFT energy in an a posteriori fashion. The
sum runs over all atom pairs AB and the factor 1/2 corrects for double counting. RAB is the
distance between the atoms and R0

A and R0
B are the van der Waals radii of the corresponding

atoms. Sometimes an overall scaling factor s is also used. In most cases, the damping function
fdamp(RAB , R

0
A, R

0
B) is chosen such that the expression goes to zero for small R in order to

avoid singularities of R−6 and to match the long-range vdW interaction with the short-range
contributions in the functional. Different schemes mostly differ in the shape of the damping
function and the way to determine the CAB6 coefficients.

Most of the methods employing pairwise corrections are purely empirical and rely on fixed C6

coefficients irrespective of the environment of the atoms[226–230, 234], with the DFT-D2 scheme
6Fritz London described the dispersion energy based on second-order perturbation theory, using a multipole expansion

for the perturbation potential.
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of Grimme[230] being one of the most widely-used approaches. However, the environment
of an atom crucially influences its polarizability. The C6 coefficient for carbon, for instance,
can vary by as much as about 50% for different hybridization states sp, sp2, and sp3[227].
Recently, Grimme and co-workers have suggested a new scheme called DFT-D3[231], where
atom-pairwise C6 coefficients are calculated based on first principles (time-dependent DFT).
They take system dependency into account by applying a concept of (fractional) occupation
numbers[231]. However, the dispersion coefficients do not depend on the electronic structure.
In this thesis, we use a method, where the CAB6 coefficients explicitly depend on the electronic
density. It was proposed by Tkatchenko and Scheffler in 2009[16] and we will refer to it as the
TS scheme. A short account on this method is given in the following.

3.5.3.1 TS SCHEME

Starting from the Casimir-Polder integral (Eq. 3.50) one can derive[16]:

CAB6 =
2CAA6 CBB6

α0
B

α0
A
CAA6 +

α0
A

α0
B
CBB6

, (3.52)

where α0
A and α0

B are the static polarizabilities of atoms A and B, respectively. Based on
this formula, heteronuclear CAB6 coefficients can be calculated from the knowledge of their
homonuclear counterparts.

The effective coefficients Ceff,AB
6 in a specific environment are calculated based on the values

for the free atoms Cfree,AA
6 via

Ceff,AA
6 =

(
V eff,A

V free,A

)2

Cfree,AA
6 (3.53)

=

( ∫
r3neff,A(r)dr∫
r3nfree,A(r)dr

)2

Cfree,AA
6 .

The Cfree,AA
6 coefficients and the static polarizabilities of free atoms are taken from the database

of Chu and Dalgarno[236]. The effective density neff,A(r) is obtained through Hirshfeld
partitioning[237]:

nA,eff(r) = n(r)
nA,free(r)∑
B n

B,free(r)
, (3.54)

where the sum runs over all atoms B in the molecule. For the evaluation of the van der Waals
energy, Eq 3.51 is used (with no overall scaling factor s). The damping function employed takes
the form:

fdamp(RAB , R
0
AB) =

1

1 + exp
[
−d
(

RAB
sRR0

AB
− 1
)] . (3.55)

As mentioned earlier, R0
A/B are the van der Waals radii with R0

AB = R0
A +R0

B . The effective van
der Waals radius of an atom in a molecule can be obtained from its free-atom van der Waals
radius via:

R0,eff =

(
V eff

V free

)1/3

R0,free . (3.56)

The parameter d was set to 20 as it was found to have only a minor influence on the results in the
range between 12 and 45. The parameter sR controls the distance RAB , at which the damping
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function approaches zero, and hence defines the onset of the dispersion correction. The best value
of sR thus depends on the functional that is employed. It was determined for several exchange-
correlation functionals using the S22 database[173].7 The latter contains the accurate binding
energies of 22 non-covalently bonded dimers based on CCSD(T) calculations extrapolated to
the complete basis set limit. The 22 dimers are sorted into groups with predominant vdW-
bonded character, predominant H-bonded character and ”mixed” complexes. Recently, Marom
et al.[223] assessed the performance of several XC functionals for these dimers with and without
including vdW interactions based on the TS scheme. For all functionals tested, the inclusion
of vdW interactions (TS scheme) improved the mean absolute error (MAE) to CCSD(T) for
all three groups of dimers. The performance of the PBE functional[15] coupled to the TS-
scheme (PBE+vdW) was explicitly benchmarked against CCSD(T) energy differences for 32
conformations of the alanine di- and tetrapeptide (see supplementary information of Ref. [44]
and Ref. [17]). It could be shown that the PBE+vdW functional yields very good results for such
systems, with a MAE of only 18 meV for the tested conformers.

3.5.3.2 MANY-BODY VAN DER WAALS INTERACTIONS

Obviously, pairwise schemes, such as the TS method, lack a description of non-additive many-
body effects that go beyond the pairwise contributions. As mentioned earlier, the influence of
the local environment on the polarizabilities is taken into account in the TS scheme by involving
the ground-state electronic density through Hirshfeld partitioning. However, the polarizability
of an atom is also influenced by the fluctuating dipoles originating at atom sites located at larger
distances (electrostatic screening). Recently, Tkatchenko and co-workers[238, 239] proposed a
method, here referred to as MBD@rsSCS or MBD∗ for short, that accounts both for many-body
dispersion contributions and screening effects. This is achieved by modelling the atoms in the
molecule as a collection of spherical quantum harmonic oscillators (QHOs), which are coupled
to each other via dipole-dipole interactions [coupled fluctuating-dipole model (CFDM)[240]].
The Hamiltonian for this model system reads[238]:

H = −1

2

Nat∑
p=1

∇2
χp +

1

2

Nat∑
p=1

ω2
pχ

2
p +

Nat∑
p>q

ωpωq
√
αpαqχpTpqχq , (3.57)

where χq =
√
mqξq with ξq describing the displacement of the QHO q from equilibrium and

mq = 1/[αqω
2
q ]. The key ingredients are the characteristic excitation frequencies ωp, the polariz-

abilities αp, and Tpq, a dipole-dipole interaction tensor, which we will address in more detail
below. After diagonalizing the Hamiltonian, the many-body dispersion (MBD) energy can be
obtained via:

EMBD =
1

2

3Nat∑
i=1

√
λi −

3

2

Nat∑
p=1

ωp , (3.58)

where λi denote the eigenvalues of the Hamiltonian.
As mentioned earlier in this chapter, the adiabatic-connection fluctuation-dissipation (ACFD)

theorem[200–203, 241] gives an exact expression for the exchange-correlation energy. One of
the most popular approximations to evaluate the correlation energy in this framework is the
random-phase approximation (RPA)[242]. In fact, in can be shown that for the model system of

7For PBE sR is 0.94.
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QHOs coupled via a dipole-dipole potential the correlation energy of ACFD-RPA corresponds
to the energy expression in Eq. 3.58[243]. From this, we can see that the Hamiltonian in Eq. 3.57
captures screening effects as well as many-body energy contributions.

Local or semi-local DFT exchange-correlation functionals already efficiently account for short-
range correlation. In order not to double count short-range correlation, in the MBD@rsSCS
method a range-separation approach is used (”rs” stands for range separated). This is realized
by range-separating the dipole-dipole interaction tensor T into a long-range part TLR and a
short-range part TSR, where in the many-body Hamiltonian (Eq. 3.57) only the long-range part
is employed. In this way, the many-body Hamiltonian will include long-range screening, but
lack short-range screening effects. To account also for short-range screening effects, short-range
screened polarizabilities αrsSCS

p (and characteristic excitation frequencies) are obtained, which
are then used as input in the many-body Hamiltonian. This is done by again modelling each
atom in the molecule as a spherical QHO and employing the self-consistent screening (SCS)
equations from classical electrodynamics[244–246]:

αrsSCS
p (iω) = αTS

p (iω) + αTS
p (iω)

Nat∑
q 6=p

TSR,pqα
rsSCS
q (iω) , (3.59)

where αTS
p (iω) denotes the frequency-dependent polarizability obtained from the TS scheme,

which already accounts for hybridization effects[16]. The positions of the atoms (QHOs) are
denoted by rq and rp with rpq = |rp − rq|. By employing a short-range only dipole-dipole
interaction tensor TSR, the polarizablities αrsSCS

p (iω) capture only short-range screening. The
characteristic excitation frequencies ωrsSCS

p are also obtained from the SCS equations described
above.8

The short-range part of the dipole-dipole interaction tensor is given by

TSR,pq = (1− f(rpq)) Tpq , (3.60)

where the dipole-dipole interaction tensor is defined as Tpq = ∇rq • ∇rpW (rpq). W (rpq) =

erf[rpq/(
√

2R)]/rpq is the Coulomb potential for the interaction of two spherical Gaussian charge
distributions at distance rpq , where R =

√
R2
p +R2

q with Rp = (
√

2/παTS
p /3)1/3 being the width

of the Gaussian function. The function f(rpq) is the Fermi-type damping function as used also in
the TS approach (see Eq. 3.55). The parameter d in Eq. 3.55 is fixed to 6, while sR is determined
separately for each exchange-correlation functional by minimizing energy differences with
respect to the S66×8 database[174]. In principle, TLR is defined as TLR = T − TSR. However,
T is frequency dependent,9 which is not computationally efficient. As only the long range
is described here, one can approximate TLR as the product of the damping function and the
dipole-dipole interaction tensor of two point dipoles:

TLR = f(rpq)
−3rapqr

b
pq + r2

pqδab

r5
pq

, (3.61)

8In more detail, the self-consistently screened characteristic excitation frequencies are calculated from the CrsSCS
6

coefficients, which are obtained by integrating the Casimir-Polder integral (see Eq. 3.50) using αrsSCS (see Refs. [16, 238]).
9The interaction potential is a function of the Gaussian width R, which depends on the polarizability, which is in turn

frequency dependent.
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where the indices a and b denote the Cartesian components of rpq .
The evaluation of the MBD@rsSCS long-range correlation energy can now be summarized in

three steps:

1. In the first step, the polarizabilities are obtained in the TS scheme.

2. Then, the short-range (SR) range-separated self-consistently screened polarizabilites αrsSCS

are obtained using the SCS procedure defined in Eq. 3.59.

3. Using αrsSCS and the long-range dipole-dipole interaction tensor TLR one can then evaluate
the many-body long-range correlation energy using Eq. 3.58.

The performance of the MBD@rsSCS method (MBD∗ for short) coupled with the PBE[15]
and PBE0[205, 206] exchange-correlation functionals (PBE+MBD∗, PBE0+MBD∗) was recently
benchmarked for peptides by Rossi and co-workers[247]. Additionally, the TS scheme was
assessed as well (PBE+vdW, PBE0+vdW). For the benchmarks, two test cases were addressed.
The first one was a set of 73 conformers of three-residue peptides, for which accurate CCSD(T)
energy differences exist in the literature[44, 248, 249]. The second test case was the larger and
experimentally extensively studied Ac-Phe-Ala5-Lys(H+) peptide. For this peptide the presence
of four different conformers and tentatively their relative abundances have been experimentally
established[250, 251]. For the latter, the conformer-selective infrared-ultraviolet (IR-UV) double
resonance technique was used, which will be discussed in more detail in Section 7.1. Turning
to the first test case first, conformers of Gly-Phe-Ala (GFA), Gly-Gly-Phe (GGF), Phe-Gly-Gly
(FGG)[248], and Ac-Ala3-NMe[44, 249] were assessed yielding three conclusions[247]: (1) The
inclusion of dispersion corrections (both TS and MBD∗) improves the performance of both PBE
and PBE0. (2) For the peptides that contain a phenylalanine (Phe) residue, the PBE0 functional
corrected for dispersion interactions (both TS and MBD∗) performs better than the corresponding
dispersion-corrected PBE functional, while for Ac-Ala3-NMe the performance is similar. (3) The
performance of the TS scheme and the MBD∗ method are very similar. However, many-body
effects are expected to become more important with increasing system size.

For the second test case, the peptide Ac-Phe-Ala5-Lys(H+), Rossi et al. found that the
PBE0+MBD∗ functional including zero-point energy corrections comes closest to explaining the
experimental findings of all methods tested including a recent study by Xie et al.[252], which
assessed 19 different semi-local and hybrid DFT exchange-correlation functionals.

This points to PBE0+MBD∗ being the most reliable functional for the peptide systems consid-
ered in this thesis. However, relaxation of 103-104 structures for systems with 108-220 atoms, as
needed for our conformational searches, is not computationally feasible with PBE0 as it involves
the calculation of the exchange integral (see Section 3.5.2). Furthermore, the forces for the MBD∗

correction are only available in a finite-difference approach at present. For these reasons, we
employ PBE+vdW for the production calculations in this thesis. However, the limitations and
accuracy of PBE+vdW for the specific systems investigated in this work are assessed using
targeted calculations with PBE+MBD∗, PBE0+vdW, and PBE0+MBD∗ for selected conformers.
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3.6 NUMERIC ATOM-CENTERED ORBITALS: FHI-AIMS

The central problem of Kohn-Sham DFT is to solve the Kohn-Sham equations (Eq. 3.41). For this,
the Kohn-Sham orbitals ϕi are commonly expanded in an appropriate basis set {φi}:

ϕi(r) =
∑
j

cjiφj(r) , (3.62)

where cji denote the expansion coefficients. With the Hamiltonian ĥKS = −1/2∇2 + veff , the
Kohn-Sham equations can be written in the form of a generalized eigenvalue problem:∑

j

hijcjl = εl
∑
j

sijcjl (3.63)

with the Hamiltonian matrix elements

hij =

∫
ϕ∗i (r)ĥKSϕj(r)dr (3.64)

and the matrix elements of the overlap matrix sij

sij =

∫
ϕ∗i (r)ϕj(r)dr . (3.65)

A common choice for the basis functions are plane waves, used for instance in VASP[253] or
CASTEP[254]. Another option are localized basis functions. Gaussian-type orbitals, e.g., are a
preferred choice due to their convenient analytical properties and are used in a number of pro-
grams including NWChem[255] and TURBOMOLE[256]. The FHI-aims program package[257],
which is the DFT code used in this thesis, employs numeric atom-centered orbitals (NAOs).
FHI-aims is an all-electron/full-potential code that can treat both cluster-type and periodic
systems on equal footing. The NAOs take the form:

φi(r) =
ui(r)

r
Ylm(Ω) . (3.66)

Ylm(Ω) are the spherical harmonics and ui(r) is numerically tabulated. The latter is chosen to
satisfy Schrödinger-like radial equations:[

−1

2

d2

dr2
+
l(l + 1)

r2
+ vi(r) + vcut(r)

]
ui(r) = εiui(r) , (3.67)

which are solved on a dense logarithmic radial grid. The potential vi(r) defines the shape of
ui(r) and is thus called the defining potential. The free choice of vi(r) renders ui(r) very flexible.
Specifically, in FHI-aims free-hydrogen like (vi(r) = Zeff/r with Zeff denoting the charge) and
self-consistent free-atom and free-ion (doubly-positive) radial potentials are used. Gaussian-type
functions can be employed as well. This is extremely valuable for direct comparisons with the
results of other DFT codes that use Gaussian basis sets. The potential vcut is the so-called cut-off
potential, which ensures that ui(r) is exactly zero beyond a certain cut-off radius rcut. It takes
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the form:

vcut(r) =


0 r 6 ronset ,

s · exp
(
− w
r−ronset

)
· 1

(r−rcut)
2 ronset < r < rcut ,

∞ r > rcut .

(3.68)

The parameter s denotes a global scaling factor. Beginning with an onset at ronset, the cutoff
potential smoothly approaches infinity over a range w = rcut − ronset.

The solution of the Kohn-Sham eigenvalue problem (Eq. 3.63) requires many numerical
integration steps, e.g., Eqs. 3.64 and 3.65. In FHI-aims, the integrand is broken down into
atom-centered fragments by using atom-centered partition functions[258]. The integration of
each fragment is then carried out individually on spherical atom-centered integration shells
[257, 259]. The specific choice of the basis functions in FHI-aims allows for an efficient scaling
of these integrations. As the basis functions vanish exactly beyond a radius rcut, these grid-based
operations (e.g., Eqs. 3.64 and 3.65) scale with O(N) in the limit of large system sizes (where N
denotes the system size). Another advantage of the basis set choice is that due to the possibility
to choose the defining potential to be the potential of spherically-symmetric free atoms, the
(spherically-symmetric) free atom can be described exactly with only a small number of basis
functions. These are the occupied orbitals of the atom, called the minimal basis. This is beneficial
since the orbital shape close to the core does not change much even if the atoms bind and is thus
described almost exactly as well.

When using overlapping atom-centered basis functions, the so-called basis set superposition
error (BSSE) can arise through the overlap of basis functions centered at different atom sites.
When, e.g., considering atomization energies

∆Eatm = Ecompound −
Nat∑
i

Eatom,i , (3.69)

the full compound is described by a larger basis set than the individual atoms. This can improve
the energy for the full system compared to the free-atom energies, yielding wrong values for
∆Eatm. In FHI-aims, atomization energies (for DFT and non-spinpolarized spherical atoms)
do not suffer from BSSE as the free atoms are described exactly and any further basis functions
would not lower their energy. Molecular fragments, though, are not described exactly. However,
the fragmentation BSSE, i.e., the BSSE arising by comparing energies of different fragments such
as binding energies, is very small for DFT calculations using reasonably converged basis sets[257].
While DFT calculations only concern the occupied orbitals, explicitly correlated methods such as
MP2 involve sums over unoccupied states (cf. Eq. 3.27). In principle, they have to be summed
up to infinity, which presents a problem when using a necessarily limited basis set. This leads
to a slow convergence of energy (differences) with basis-set size and to large BSSEs even when
large basis sets are employed. Using the standard FHI-aims basis sets, Ren et al.[260] found
that energy differences (e.g., binding energies) converge reasonably well with increasing basis
set size if a counterpoise correction is employed. In a counterpoise correction[261], the BSSE is a
posteriori removed by recalculating the energies of the fragments with the full basis set used to
calculate the energy of the whole system. Alternatively, Zhang et al. recently constructed NAO
basis sets that are suitable to converge total energies when using explicitly correlated methods
such as MP2.
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For a more detailed description, we will here focus on the standard FHI-aims basis sets.
In order to construct suitable and accurate basis sets for all elements in the periodic table, an
iterative procedure is used[257]. Starting from the minimal free-atom basis a single basis function
from a large pool of ”candidate” functions is added. Then the LDA total-energy error for a
number of dimers at various separation distances is evaluated. The additional basis function,
which gives the largest improvement to the energy, is permanently added to the basis set. This
procedure is then repeated. In this way, hierarchical basis sets (for 102 elements in the periodic
table) have been constructed, which are organized into different tiers (levels) called tier1 to tier4.

In order to reach convergence of the target properties, not only the basis set has to be chosen
sufficiently accurately, but also the other computational parameters have to be set properly.
Distributed with the FHI-aims program package are a set of pre-constructed computational
defaults, categorized as light, tight, and really tight settings. For each element, these settings
define defaults for the size of the basis sets (in terms of the different tiers), but also specify
the integration grid and the accuracy of the calculation of the Hartree potential.10 Within each
default setting the basis-set size can be systematically increased or decreased by systematically
adding or removing tiers. Light settings allow for an initial assessment of energy hierarchies
and geometries, while tight settings should be used for ”final” results.

In order to perform geometry relaxations, calculate normal-mode frequencies based on finite
differences or perform molecular dynamics (MD) simulations, total-energy derivatives (forces)
are needed:

FI({RI}) = − ∂

∂RI
VBO({RI}) . (3.70)

The forces acting on a specific nucleus that originate from the electric field of the electrons and
the other nuclei are called Hellman-Feynman forces[262, 263]

FHF
I =

Nat∑
J 6=I

ZIZJ

|RI −RJ |3
(RI −RJ)−

∫
n(r)ZI

RI − r
|RI − r|3

dr . (3.71)

Due to the finite, atom-centered basis set and other approximations used in FHI-aims, two
classes of correction terms to the Hellman-Feynman forces have to be taken into account. One
correction term is arising from the truncation of the multipole expansion of the electronic
density used for the calculation of the Hartree potential. Another correction term is due to
the dependence of the basis functions on the atomic positions. They ’move’ with Ri, which
gives rise to the so-called Pulay forces[264]. Additionally, for GGAs a further correction term
has to be taken into account originating from the derivative of the density gradient. For more
details and the exact expressions implemented in FHI-aims, the interested reader is referred to
Refs. [257, 265].

10The Hartree potential is computed based on a multipole expansion of the electron density. The highest angular
momentum that is taken into account in this series determines the accuracy of the calculation and can be set explicitly by
the user.
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After having discussed methods for describing the potential-energy surface (PES) in the previous
chapter, this chapter is devoted to how molecules actually move on this surface and how it can
be sampled. We first give a description of molecular dynamics (MD) simulations and different
thermostats and then describe the sampling techniques used in this thesis.

4.1 MOLECULAR-DYNAMICS SIMULATIONS

In a usual MD simulation, the nuclei are treated as classical point particles, which move on the
potential-energy surface (PES) V ({RI}), where {RI} denote the spatial coordinates of the nuclei
(see Section 3.2.1). The formulas discussed in the following are general with respect to the nature
of V ({RI}). It can be the Born-Oppenheimer (BO) PES, but it can also refer to any empirical
energy function such as a force field.

The motion of the nuclei follows Newton’s equations of motion:

MIR̈I = −∇IV ({RI}) = FI , (4.1)

where MI is the mass of nucleus I and FI is the force acting on nucleus I . In order to obtain the
trajectory that the nuclei follow, one has to integrate these equations. Starting from a position
RI(t) for nucleus I at time t, the position of this nucleus at time t+ ∆t can be written as a Taylor
expansion in terms of ∆t[266]:

RI(t+ ∆t) = RI(t) + ṘI(t)∆t+
1

2
R̈I(t)∆t

2 +
1

3!

...
RI(t)∆t

3 +O(∆t4) (4.2)

= RI(t) + vI(t)∆t+
1

2MI
FI(t)∆t

2 +
1

3!

...
RI(t)∆t

3 +O(∆t4) .

Truncating this expansion after the second order yields the Euler algorithm. However, due to
large errors (O[∆t3]) it is not used in practice for MD simulations. A better way is to write down
the analogous expansion forRI(t−∆t):

RI(t−∆t) = RI(t)− ṘI(t)∆t+
1

2
R̈I(t)∆t

2 − 1

3!

...
RI(t)∆t

3 +O(∆t4) (4.3)

= RI(t)− vI(t)∆t+
1

2MI
FI(t)∆t

2 − 1

3!

...
RI(t)∆t

3 +O(∆t4) ,
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and to sum up both equations

RI(t+ ∆t) +RI(t−∆t) = 2RI(t) +
1

MI
FI(t)∆t

2 +O(∆t4) (4.4)

⇔ RI(t+ ∆t) = 2RI(t)−RI(t−∆t) +
1

MI
FI(t)∆t

2 +O(∆t4) .

This yields the Verlet algorithm, where the error forRI(t+∆t) goes withO(∆t4). In this scheme,
the velocities are not needed to calculate the new positions of the nuclei. However, they can be
evaluated by subtracting Eq. 4.2 and Eq. 4.3 from each other:

RI(t+ ∆t)−RI(t−∆t) = 2vI(t)∆t+O(∆t3) (4.5)

⇔ vI(t) =
RI(t+ ∆t)−RI(t−∆t)

2∆t
+O(∆t2) .

In order to evaluateRI(t+∆t) and vI(t) in the Verlet algorithm, one needs to know the positions
of the nuclei at t−∆t. However, this is not known for the starting point t = t0. An alternative
algorithm is the “velocity Verlet algorithm”[267], which is the one implemented in FHI-aims.
It is equivalent to the standard Verlet algorithm (see, e.g., Ref. [266]), but it does not need any
knowledge about times t−∆t in order to obtain the positionsRI and velocities at time t+ ∆t.
The update of the coordinates is the same as in the Euler algorithm, i.e.,

RI(t+ ∆t) = RI(t) + vI(t)∆t+
1

2MI
FI(t)∆t

2 (4.6)

and the velocities are calculated via:

vI(t+ ∆t) = vI(t) +
FI(t+ ∆t) + FI(t)

2MI
∆t . (4.7)

Both Verlet algorithms are time reversible, i.e., when changing the time increment from ∆t

to −∆t the trajectory is traced backward in time. In contrast, the Euler algorithm is not time
reversible. It only becomes time reversible in the limit of an infinitesimal small time step.

The choice of the time step is crucial for the accuracy of the simulations, where the largest
reasonable value is limited by the vibration with the largest oscillation period (or highest
frequency). Thus, the lighter the atoms the system contains, the smaller the time step generally
has to be chosen. For molecules that contain hydrogen atoms, as it is the case for the systems
considered in this thesis, the time step has to be of the order of ∆t = 1 fs. We will discuss this, as
well as the many other practical issues determining the accuracy of an (ab initio) MD simulation,
in more detail in Chapter 6.

When evolving the trajectories based on Newton’s equations of motion, the energy and the
momenta are conserved (apart from numerical inaccuracies). This corresponds to a simulation
in the microcanonical ensemble (NV E), where also the number of particles N stays constant
and the volume V – if it is possible to define one – is kept fixed. However, experiments are
often performed under conditions, where not the energy, but different thermodynamic variables
such as the temperature T or the pressure p are held constant. This corresponds to other
statistical ensembles. The ensemble where the number of particles N , the volume V and the
temperature T do not change (NV T ) is known as the canonical ensemble. In the isothermal-
isobaric ensemble (NPT )N , T , and the pressure P are constant. In order to carry out simulations
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in these ensembles the system has to be coupled to a (heat or/and a pressure) bath. Methods for
performing simulations in the canonical ensemble will be discussed in the following section.

4.1.1 MOLECULAR-DYNAMICS SIMULATIONS IN THE CANONICAL ENSEMBLE

Evolving the trajectories of the particles of the system by integrating Newton’s equations of
motion corresponds to a simulation in the microcanonical ensemble. In this subsection, we
shall describe several methods (called thermostats) that enable MD simulations in the canonical
ensemble, i.e., a simulation where the temperature T and the number of particles N do not
change. Here we focus on the thermostats used in this thesis, while a more detailed account can
be found in textbooks such as Ref. [266].

According to the equipartition theorem[268] the kinetic energy in a canonical ensemble is
equally distributed over the momentum coordinates, each taking on average kBT/2. For the
average kinetic energy1 〈K〉 of the molecule, it thus follows

3

2
NatkBT =

〈
Nat∑
I

MI

2
v2
I

〉
= 〈K〉 . (4.8)

This relation can be used to calculate the instantaneous kinetic temperature TK during a simula-
tion by

TK =
1

3NatkB

Nat∑
I

MIv
2
I , (4.9)

where the probability density for the velocity vI of particle I is described by the Maxwell-
Boltzmann distribution:

P (vI) =

(
MI

2πkBT

)3/2

exp

(
−MIv

2
I

2kBT

)
. (4.10)

The instantaneous kinetic temperature fluctuates during a simulation in the canonical ensemble.
Methods that maintain the instantaneous kinetic temperature as a constant during the simulation
or the simpler velocity rescaling methods, such as the Berendsen thermostat[266, 269, 270], are
not able to sample a canonical distribution.

One approach that generates a canonical ensemble is the Andersen thermostat[266, 271]. Here,
the nuclei undergo stochastic collisions with the heat bath. In practice, this consists of three
repeating steps.

1. The trajectories of all particles are evolved in time for ∆t by integrating Newton’s equations
of motion.

2. Particles that are to undergo a collision are chosen. The probability for a particle to be
selected is ν ·∆t, where ν is the collision frequency, which is set by the user.

3. A new velocity is assigned to each particle that was selected to undergo a collision with
the heat bath. The new velocity is drawn from a Maxwell-Boltzmann distribution at the
target temperature T . All other particles remain unaffected. Within the next time interval
all particles are evolved in time by integrating Newton’s equations of motion again.

1Here we denote the kinetic energy with K in order to avoid confusion with the temperature T .
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It can be shown that this procedure in fact generates a canonical distribution[271]. Unlike simu-
lations in the NVE ensemble, which conserve the total energy, simulations with the Andersen
thermostat do not have a conserved quantity. Such a conserved quantity is beneficial as it can be
used to monitor the accuracy of the simulation (and check, e.g., if an appropriate time step was
chosen).

One approach for performing deterministic and time-reversible simulations in the canonical
ensemble is the method known as the Nosé-Hoover thermostat[272, 273]. In this approach, the
Lagrangian (or the Hamiltonian) of the system is extended by introducing an additional degree
of freedom. The equations of motion (in Hoover’s formulation) read[272–274]:

ṘI =
pI
MI

(4.11)

ṗI = −∇IV ({RI})−
pIpη
Q

(4.12)

ṗη =

Nat∑
I=1

p2
I

MI
− 3NatkBT (4.13)

η̇ =
pη
Q

. (4.14)

MI is the mass of nucleus I and Nat is the number of atoms. The coordinate η is a fictitious
degree of freedom and pη denotes its conjugated momentum. Q can be understood as an effective
mass associated with a fictitious oscillator, which couples to the system. It acts as a (negative
or positive) friction to the momenta pI . From the Nosé-Hoover equations of motion follows a
conserved quantity:

HNH = V ({RI}) +

Nat∑
I

p2
I

2MI
+
p2
η

2Q
+ 3NatkBTη . (4.15)

Nosé and Hoover[272, 273] showed that evolving the trajectories of this extended system by
integrating its equation of motion samples a canonical ensemble for the original system[272, 273]
provided that the dynamics are ergodic. A system is said to be ergodic if, in the limit of infinite
time, the average of a quantity over time is equivalent to the average of this quantity over the
phase space. In large (ergodic) systems, the Nosé-Hoover approach yields very good results and
is one of the most widely used thermostats.

The oscillator mass and its corresponding frequency are related via Q = 3NatkBT/ω
2. In

order for the system to couple efficiently to the thermostat, the frequency of the oscillator should
be chosen within a range where the system has (preferably delocalized) vibrational modes[274].
However, if the oscillator is in resonance with a specific localized very harmonic mode of the
system, the simulation can get stuck in a small part of the phase space[275]. It has been shown
that for too small or too harmonic systems the Nosé-Hoover dynamics suffer from ergodicity
problems so that the canonical distribution is not generated[273–275]. A possible solution is to
use a chain of Nosé-Hoover thermostats[274].

An alternative approach that does not exhibit the ergodicity problem, is a thermostat sug-
gested by Bussi, Donadio, and Parrinello[276], also referred to as the BDP thermostat. This
thermostat uses a stochastic rescaling of the velocities. The algorithm consists of four steps[276]:

1. The trajectories are evolved by integrating Newton’s equations of motion.
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2. The instantaneous kinetic energy K is calculated.

3. The instantaneous kinetic energy is evolved for one time step ∆t using a stochastic dynam-
ics that contains a velocity rescaling term and a Gaussian white-noise term.

4. In the last step, the velocities are rescaled by a factor α in order to match the value of the
kinetic energy determined in the previous step.

The square of the rescaling factor α reads:

α2 = exp(−∆t/τ) +
K

NfK
[1− exp(−∆t/τ)]

R2
1 +

Nf∑
i=2

R2
i

 (4.16)

+2 exp(−∆t/[2τ ])

√
K

NfK
[1− exp(−∆t/τ)]R1 .

The parameters Ri are independent random numbers drawn from a Gaussian distribution
with variance 1, τ is the relaxation time of the thermostat and K is the average kinetic energy
of a Maxwell-Boltzmann distribution at the target temperature. Nf is the number of degrees
of freedom of the system (usually 3Nat). It can be shown that this thermostat samples the
canonical ensemble. Remarkably, despite the random numbers involved, there is a quantity that
is conserved during the simulation. The efficiency of the thermostat is rather insensitive to the
value of the relaxation parameter τ (it should be chosen between 20–50 times the time step used).
In this thesis, we used both the Nosé-Hoover and the BDP thermostat for our production runs.

4.2 SAMPLING TECHNIQUES

Exploring the energy landscape of peptides is a demanding problem as they are very flexible
molecules. As discussed in Chapter 2, there are two backbone torsional degrees of freedom per
residue. This leads to an exponential growth of the conformational space with peptide length.
Sampling the conformational space of peptides of the size treated in this thesis (108-440 atoms)
is practically infeasible using only first-principles methods.2

For this reason, we pursue a two-step strategy where we start with a broad sampling of
the conformational space using a force field and then follow up with a local refinement using
density-functional theory (DFT) (PBE+vdW). Our methods of choice to scan the structure space
are basin hopping and replica-exchange molecular dynamics (REMD), which will be discussed
in more detail in the following sections. There may be more sophisticated methods (e.g., by
introducing biasing potentials and collective variables, see, e.g., Refs. [277–283]), which sample
the conformational space more efficiently. However, they introduce a bias to the system, while
the beauty of the REMD approach is that it induces no bias at all. The main goal here is to sample
the structure space as extensively as possible and find as many structure candidates as possible
in the first step that are then relaxed with DFT in the second step. This is to reduce a force-field
bias and not to miss any relevant conformation as it is well known that energy hierarchies and
energy differences of peptide conformers can deviate between different force fields[13, 14] and
also between different flavors of DFT.
2Consider, e.g., that one MD time step for our 108 atom system using tight computational settings takes about 55 s on

256 cores of the ”aims” cluster at the Garching Computing Center (Intel Xeon octacore nodes).
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Figure 4.1: Schematic representa-
tion of the transformed energy land-
scape Ṽ ({Ri}) sampled in the basin-
hopping algorithm in comparison to
the original landscape V ({Ri}) in
one dimension. The long red arrow
represents a trial move followed by lo-
cal geometry optimization (small yel-
low arrows).

The following subsections give a general explanation of the basin-hopping algorithm and
the REMD method, where in Section 4.2.3 a practical example is given. All the details about
the specific structure searches performed for the peptides studied in this work are described in
Chapters 8 and 10, respectively.

4.2.1 BASIN-HOPPING ALGORITHM

In the basin-hopping approach[130, 284–286] the PES V ({Ri}) is transformed to

Ṽ ({Ri}) = min [V ({Ri})] , (4.17)

where {Ri} denote the positions of the nuclei. For each conformation {Ri} a geometry optimiza-
tion (indicated by ”min”) is performed, such that the energy of each conformation is mapped
onto the energy of the geometry to which it relaxes. In this way, the actual PES is transformed into
a set of terraces, as illustrated in Fig. 4.1 for one dimension. Each plateau extends around a local
minimum over the range of the basin of attraction, i.e., over the space, where all conformations
relax into this specific minimum. Instead of the original PES, in the basin-hopping approach
the transformed landscape is sampled. Starting from a specific geometry, the first step is to
perform a so-called trial move, in which the coordinates of the initial geometry are perturbed
(e.g., by a random displacement of the nuclear positions[130, 284, 287]). This is indicated by
the long red arrow in Fig. 4.1. Then local optimization is performed as illustrated by the small
yellow arrows. In the classic algorithm, a Metropolis Monte Carlo criterion is employed to
judge if the new local minimum is accepted or rejected. The move is accepted with the probability
min(1,exp{−(Vnew − Vinitial)/[kBTeff ]}), where the effective temperature Teff has to be chosen
appropriately. If it is accepted, the next trial move is performed starting from the new geometry.
Otherwise another trial move based on the previous geometry is attempted. Other than the
Metropolis criterion, acceptance criteria based on a threshold have also been employed[287, 288].
In this approach, all new geometries with Vnew < Vinitial are accepted. If Vnew > Vinitial, the new
conformation is accepted if Vnew − Vinitial does not exceed a certain cutoff.

The basin-hopping approach effectively removes the barriers associated with transition states
between local minima, which enhances inter-basin transitions. In a canonical MD simulation the
system can only pass from one local minimum to the next by passing through the transition-state
region. In the basin-hopping algorithm, however, the system can pass from one local minimum
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to the next via all possible connecting paths, i.e., there are many more possibilities to reach a
certain minimum, which again enhances the sampling efficiency. The system can hop directly
from one local minimum to the next giving rise to the name of the algorithm – basin hopping.

For peptides, a trial move based on a random displacement of the nuclear positions is not
the most efficient choice. As changes in bond angles and bond lengths involve relatively large
energetic changes, an intuitive way to perform the trial move is to change the torsional angles of
the peptide. Here, we use the implementation of the basin-hopping algorithm in the TINKER
program package[155]. In this implementation, the Hessian matrix with respect to the torsional
degrees of freedom is diagonalized and from that, the torsional eigenvectors are obtained. A
search for local minima is carried out using each torsional eigenvector separately in turn starting
from the one with the largest eigenvalue, until a user-specified number of torsional eigenvectors
have been searched. The trial move is carried out in small steps along (and opposite to) the
direction of the chosen torsional eigenvector until the energy in subsequent steps decreases. Then
a geometry optimization is performed. In order to decide if the new geometry is accepted or
rejected, a threshold approach is used. The geometry is accepted and used as a starting geometry
for further searches if the energy of the new conformation lies within an energy window ∆

above the lowest-energy conformer that has been found up to this point in the search. The size
of the energy window ∆ has to be specified by the user with typical values of 25-50 kcal/mol
(about 1-2 eV)[28, 289]. In order to determine if the new conformation has been found already,
the energy of the latter is compared to the energies of all previously found structures. If the
energies differ by less than ε, where ε is given by the user, the geometries are considered to be
the same. The algorithm stops if the structure space along the torsional distortions has been
searched starting from all minima that were located and no new minima were found.

4.2.2 REPLICA-EXCHANGE MOLECUAR DYNAMICS (REMD)

The replica-exchange method[290–294] was originally proposed in the framework of Monte
Carlo simulations[290]. However, it can be similarly formulated in terms of MD[293], where
it goes by the name of replica-exchange molecular dynamics (REMD). In the following, we
shall give a short introduction into the algorithm of REMD. The basic idea is to perform MD
simulations of several copies (replicas) of the same system. Each copy is simulated simultaneously
in the canonical ensemble, but (usually) at a different temperature. For this reason, the replica-
exchange method is also referred to as parallel tempering. A schematic representation of the
algorithm is given in Fig. 4.2. At high temperatures, barriers can be overcome more easily and
the trajectory is less likely to get trapped in a local minimum basin, while at low temperatures the
local structure space can be sampled very accurately. Combining both advantages, the nuclear
coordinates of two replicas, which are propagated at different temperatures, are exchanged
after specific intervals of simulation time. In this way, the different copies of the system ”walk”
through the temperature space. If the system was stuck in a local minimum at a low temperature,
it may be able to overcome the barrier when swapping to a higher temperature. In the opposite
situation, a basin can be sampled more accurately when the temperature of the replica is switched
to a lower temperature.

REMD is a generalized ensemble approach[293]. Let {pI} denote the momenta of our system
and {RI} the nuclear positions, where I = 1, . . . , Nat, and Nat denotes the number of atoms in
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Figure 4.2: Schematic representation of the
replica-exchange molecular dynamics tech-
nique. Five identical copies of the system
are propagated in time via MD simulations
at five different temperatures. After a cer-
tain number of MD steps swaps between
pairs of replicas are performed. In this way
the replicas are shifted through the temper-
ature space. (For reasons of simplicity, we
assume that all swap attempts are accepted
in this illustration.)

the system. The Hamiltonian of the system can then be written as

H({RI}, {pI}) = K({pI}) + V ({RI}) , (4.18)

where V ({RI}) denotes the potential energy and

K({pI}) =

Nat∑
I=1

p2
I

2mI
(4.19)

is the kinetic energy of the system. We simulate M non-interacting replicas n (n = 1, . . . ,M ) of
our system at M different temperatures Tm with m = 1, . . . ,M . There thus exists a bijective
mapping

n = n(m) ≡ f(m) . (4.20)

A specific ’state’ in the generalized ensemble can then be described as

X = (x
n(1)
1 , x

n(2)
2 , . . . , x

n(M)
M ) , (4.21)

where the subscript indicates the temperature and the superscript stands for the replica. The
coordinates x[n(m)]

m for a specific replica are defined as

x[n(m)]
m = ({RI}[n(m)], {pI}[n(m)])m . (4.22)

Let us now exchange two replicas in the generalized ensemble. Assume that we exchange
replicas u and v that are propagated at temperatures k and l, respectively:

X = (. . . , x
[u]
k , . . . , x

[v]
l , . . . ) −→ X ′ = (. . . , x̂

[v]
k , . . . , x̂

[u]
l , . . . ) . (4.23)

When swapping the replicas, the information about the nuclear positions and momenta are
exchanged, i.e.,{

x
[u]
k ≡ ({RI}[u], {pI}[u])k −→ x̂

[v]
k ≡ ({RI}[v], {p̂I}[v])k

x
[v]
l ≡ ({RI}[v], {pI}[v])l −→ x̂

[u]
l ≡ ({RI}[u], {p̂I}[u])l .

(4.24)

However, as indicated by the caret, the momenta of the replicas have to be adapted to the new
temperature. The easiest way to account for the change in temperature is to simply scale the
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momenta in the following way:  p̂
[v]
I ≡

√
Tk
Tl
p

[v]
I ,

p̂
[u]
I ≡

√
Tl
Tk
p

[u]
I .

(4.25)

This transformation ensures that the relation between the average of the kinetic energy and the
temperature, 〈

M∑
i=1

p2
I

2mI

〉
T

=
3

2
NatkBT , (4.26)

is preserved.
The replicas u and v depend on the temperatures l and k via the bijective mapping function f .

The latter has to be updated after the exchange, i.e., f becomes f ′:{
u = f(k) −→ v = f ′(k)

v = f(l) −→ u = f ′(l) .
(4.27)

For the exchange process to converge towards an equilibrium distribution, the number of
transitions N (X → X ′) from state X to X ′ has to equal the number of transitions N (X ′ → X)

from X ′ to X (detailed balance):

N (X → X ′) = N (X ′ → X) . (4.28)

N (X → X ′) can be written as the product of the transition probability w(X → X ′) to go from X

to X ′ and the weight factor WREMD(X) of the state X in the generalized ensemble leading to

WREMD(X)w(X → X ′) = WREMD(X ′)w(X ′ → X) (4.29)

As the replicas are non-interacting, the weight factor can be defined as the product of the
Boltzmann factors of the individual replicas.

WREMD = exp

(
−

M∑
m=1

1

kBTm
H({RI}, {pI})[n(m)]

m

)
. (4.30)
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With this we obtain

w(X → X ′)

w(X ′ → X)
=

WREMD(X ′)

WREMD(X)
(4.31)

= exp

(
− 1

kBTk

[
K({p̂I}[v]) + V ({RI}[v])−K({pI}[u])− V ({RI}[u])

]
− 1

kBTl

[
K({p̂I}[u]) + V ({RI}[u])−K({pI}[v])− V ({RI}[v])

])
= exp

(
− 1

kBTk

[
Tk
Tl
K({pI}[v]) + V ({RI}[v])−K({pI}[u])− V ({RI}[u])

]
− 1

kBTl

[
Tl
Tk
K({pI}[u]) + V ({RI}[u])−K({pI}[v])− V ({RI}[v])

])
= exp

(
− 1

kBTk

[
V ({RI}[v])− V ({RI}[u])

]
− 1

kBTl

[
V ({RI}[u])− V ({RI}[v])

])
= exp(−∆) ,

where
∆ ≡ [βl − βk]

(
V ({RI}[u])− V ({RI}[v])

)
with βm =

1

kBTm
. (4.32)

Eq. 4.31 can be satisfied by using the well-known Metropolis acceptance criterion[295]

w(X → X ′) = min(1, exp[−∆]) . (4.33)

In this way, the acceptance probability is 1 if the replica that is simulated at the higher tem-
perature has a smaller potential energy. In the opposite case, the acceptance ratio decreases
exponentially with the difference between the two potential energies.

In practice, an REMD run consists of two types of steps that are continuously repeated (as
illustrated in Fig. 4.2):

1. Each replica is simultaneously and independently propagated in time by an MD simulation
at a certain temperature in the canonical ensemble.

2. After a specific number of time steps, pairs of replicas are subjected to a swap attempt that
is accepted with the probability given by the Metropolis criterion (Eq. 4.33). Without loss of
generality, we can assume that the temperatures are sorted in ascending order. In practice,
it is most efficient to only choose pairs of replicas with neighboring temperatures for the
swap attempt as the acceptance probability decreases exponentially with the difference of
βl and βk. This is realized by alternatingly choosing temperature pairs m and m+ 1 with
even and odd m in subsequent exchange attempts (this is also illustrated in Fig. 4.2).

4.2.3 REMD FOR (NO3)−1(HNO3) + H2O

While in the previous section the general framework of REMD was explained, in this section, we
demonstrate some practical issues using monohydrated nitrate-nitric acid (NO3)−1(HNO3)+H2O
as a test case[296]. We show how a conformational search using (ab initio) REMD can be per-
formed and analyze its performance.

One advantage of the REMD approach is that one does not have to make a priori assumptions
about the system. In the basin-hopping method, for instance, one has to define a proper random
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move of the system. As discussed in Section 4.2.1, moves along torsional normal modes are
well suited for peptides. However, this does not necessarily apply to (NO3)−1(HNO3)+H2O. In
any case, one would first need to postulate suitable torsional angles, along which the molecule
should be rotated. This means that when defining such a random move or, e.g., a merging
protocol as needed in a genetic algorithm[280], one has to make a priori assumptions about the
system. One needs to estimate, what kind of moves are ”reasonable” (e.g., changes in the relative
orientation of the two nitrate moieties) and which are not (e.g., disruption of the nitrate moiety).
In the REMD approach, this is not the case – in principle, the nitrate moiety would be allowed to
be destroyed (although, of course, it does not happen). The REMD run automatically restricts
its search space to the physically relevant space. On the other hand, the disadvantage of the
REMD approach might be that one may have to simulate longer than with a more carefully
tuned algorithm, in which all ”reasonable” moves are hard-coded and all ”unreasonable” ones
forbidden by hand.

For the REMD based structure search of the monohydrated nitrate-nitric acid cluster, we
used the PBE+vdW (see Section 3.5.3) functional and employed 16 replicas. To initialize the
REMD trajectories, four starting structures were used, which are depicted in Fig. 4.3. They were
obtained from chemical intuition and local optimization by Nadja Heine and Knut Asmis from
the Molecular Physics Department of the Fritz Haber Institute. Each starting structure was used
to initialize four replicas. After every 2 ps of REMD simulation time, snapshots of all of the 16
replicas were relaxed with PBE+vdW using tight computational settings. As each replica was
simulated for 30 ps, we obtained 240 PBE+vdW-relaxed structures in total. In order to identify
the relevant structure types, these 240 geometries were sorted into families of similar structures.
For this, we used a clustering approach based on interatomic distances. In this approach, for
each structure a list containing the interatomic distances between all atom pairs is created. The
comparison of the structures is conducted based on these distance matrices. If all distances rij
of one structure do not deviate from another structure by more than (α · rij), the structures
are considered to be similar and sorted into the same family. This criterion for the comparison
ensures that larger interatomic distances are allowed to deviate more than small interatomic
distances. This is reasonable as changes in the positions of nuclei that are close together changes
the overall structure more than similarly large changes in nuclear positions that are far away.
We determined α = 0.01 to be a good parameter: choosing a value twice as large, α = 0.02,
yielded the same result, while choosing it half the size led to a differentiation of visually identical
families. With α = 0.01 we found 12 families, where the lowest PBE+vdW representative of
each family is displayed in Fig. 4.3. The structures are sorted from 00 to 11 according to their
PBE+vdW energy, which is given in Tab. 4.1 together with the zero-point energy (ZPE) corrected
values. The ZPE is the energy of the quantum-mechanical ground state of the nuclei, which
lies energetically above the classical ground state (where classical refers to the treatment of the
nuclei). It will be explained in more detail in Chapter 5. As illustrated in Tab. 4.1, the ZPE
corrections change the energy hierarchy. As the REMD runs rely on a classical treatment of the
nuclei, they cannot account for the differences in the ZPE corrections of different conformers. If
quantum nuclear effects become particularly important for a specific part of the search space,
classical REMD does not capture that. This should be kept in mind, although it might be good
enough for the sampling of the structure space in the present case.

During an MD simulation, structure families that are connected to each other by a rotation of
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Figure 4.3: (NO3)−1(HNO3)+H2O: Input structures used as starting geometries for the REMD-based
search (courtesy of Nadja Heine and Knut Asmis), details of the search strategy, and structures that drop
out of the search. Input structures are labelled a, b, c, and d, while output structures are labelled 00 to
11. The output structure that corresponds to the respective initial structure is labelled accordingly with a,
b, c, or d. The output structures are sorted according to their PBE+vdW energy hierarchy (see Tab. 4.1).
All structures are aligned with respect to one nitrate moiety for a better comparison and for an easier
differentiation of in-plane and out-of-plane arrangements of the nitrate moieties. Structure 08, e.g., is in
plane, while 07 is the corresponding out-of-plane geometry.
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Table 4.1: Relative PBE+vdW and zero-point corrected PBE+vdW energy differences for all families. The
energies are relative to family 00. Additionally, the group assigned to each family is given (see Fig. 4.4).

Energy differences (meV)
family group PBE+vdW PBE+vdW, ZP corrected

00 – 0.0 0.0
01 C 5.6 36.7
02 A 8.5 4.2
03 C 8.6 41.0
04 B 8.7 42.3
05 B 13.8 44.6
06 A 13.9 14.4
07 B 15.8 49.9
08 B 18.1 49.8
09 – 39.1 51.1
10 – 87.0 102.0
11 – 94.8 109.2

one nitrate moiety constantly interconvert. For this reason, we assign them to the same group.
This is illustrated in Fig. 4.4, which shows sketches of the structure representatives of all families
00 to 11. All structures are aligned along one nitrate moiety, which allows for a better comparison
between them. We distinguish the structures into out-of-plane geometries, where the planes of
the two nitrate moieties are orthogonal to each other, and in-plane geometries, where the two
nitrate moieties lie in the same plane. The structures that are arranged next to each other in
one group are related by a rotation of one nitrate moiety, changing an in-plane geometry to the
corresponding out-of-plane geometry. The lowest-energy family 00 is symmetric with respect
to the position of the water molecule relative to the nitrate ions. In an in-plane arrangement
of the nitrate ions, the oxygen atoms, which are H-bonded to the water molecule, would be
too far away. This is why no corresponding in-plane geometry for family 00 exists. Families 02
and 06, on the other hand, are related by a rotation of one nitrate moiety from out-of-plane to
in-plane and form group A. Families 04 and 05 and families 07 and 08 are likewise connected by
a rotation of one nitrate ion. Additionally, families 05 and 08 and families 04 and 07 are related
by a switch of the hydrogen bond of the water molecule from one oxygen of the nitrate moiety
to the other one. These four families form group B. Group C contains family 01 and 03, which
are again connected by an in-plane to out-of-plane rotation of one nitrate moiety.

Just as for family 00, there cannot exist an in-plane analogue of family 09. Family 10 should
have an out-of-plane correspondent and also family 11 should have an in-plane correspondent.
However, we do not find them in our structure search. Family 10 and 11 are about 90 meV
higher in energy than the lowest-energy structure representative of family 00. This is why those
structures might not be sampled in the (relatively short) REMD based search of 480 ps length in
total (30 ps for each of the 16 replicas).

In order to examine the performance of our REMD simulation, the first question to be
addressed is if enough replicas were chosen. The lowest temperature that we chose was 50.0 K
and the highest temperature was 474.4 K. These two temperatures form the boundaries of our
REMD simulation. If we used only these two temperatures, the swap probability (Eq. 4.33)
between the two replicas would basically vanish as the gap between the two temperatures
is too high. In order to enhance the efficiency of the REMD run, we have to find reasonable



62 Exploring energy landscapes

00

02

0405

06

0708

0910

11

in-plane out-of-plane
A

B

01 03

C

Figure 4.4: Sketches of the representative structures of family 00 to 11, where the labelling corresponds
to the PBE+vdW energy hierarchy (see Tab. 4.1). The structures are sorted into geometries where the
nitrate moieties are in-plane and geometries where the nitrate moieties are out-of-plane. Furthermore, the
structures that are related to each other by rotation of one nitrate moiety or only a small change of the
position of the water molecule are sorted into groups A, B, and C.
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Table 4.2: Acceptance ratios for swap attempts of replicas simulated at adjacent temperatures for all
neighboring temperature pairs.

Temperature pair Acceptance ratio
50.0 K ↔ 58.1 K 0.64
58.1 K ↔ 67.5 K 0.68
67.5 K ↔ 78.4 K 0.73
78.4 K ↔ 91.1 K 0.67
91.1 K ↔ 105.9 K 0.73

105.9 K ↔ 123.0 K 0.68
123.0 K ↔ 142.9 K 0.71
142.9 K ↔ 166.0 K 0.65
166.0 K ↔ 192.9 K 0.68
192.9 K ↔ 224.1 K 0.62
224.1 K ↔ 260.3 K 0.66
260.3 K ↔ 302.5 K 0.68
302.5 K ↔ 351.4 K 0.67
351.4 K ↔ 408.3 K 0.60
408.3 K ↔ 474.4 K 0.46

temperatures where to place intermediate replicas. Enough replicas are chosen if a sufficiently
high swap acceptance ratio is obtained, where the swap efficiency should be larger than 0.1[293].
However, the larger the acceptance ratio the better. A perfect Monte Carlo move would have
an acceptance ratio of 100%; this would be the most efficient way of sampling. In order to
increase the acceptance ratio in REMD one has to choose more replicas, which increases the
computational cost. For our specific REMD test case for the hydrated nitrate-nitric acid cluster
the acceptance ratio is on average 0.66, where the lowest ratio is 0.46 as listed in Tab. 4.2. This
shows that we used enough replicas.

The second question that needs to be addressed is if the temperatures were arranged in a
reasonable fashion. An optimal arrangement would yield uniform acceptance ratios as this
allows the replicas to perform a random walk in the temperature space. While also different
distribution schemes have been proposed[297], most commonly, the temperatures in REMD
simulations are distributed according to a geometric distribution. It can be shown that this kind
of distribution of temperatures leads to uniform acceptance probabilities in the limit of a constant
heat capacity[298–300]. In our test case we used a geometric distribution with Tm+1/Tm ≈ 1.16.
As shown in Tab. 4.2 the acceptance ratios are relatively uniform (all around 0.6− 0.7) except for
the temperature pair 408.3 K↔ 474.4 K, where the acceptance ratio is 0.46. We shall analyze this
further below.

The acceptance probability of a certain swap attempt depends on the difference between the
potential energies of the two respective replicas (see Eq. 4.33). Figure 4.5 shows the probability-
density distribution of the potential energy for the simulations at all of the different temperatures.
There is sufficient overlap between the distributions leading to sufficiently high acceptance
probabilities, as already discussed. However, Fig. 4.5 also shows that the potential-energy
distribution of the highest temperature at 474.4 K shows two peaks. Investigating this issue
further, we find that one replica looses its water molecule when being simulated at 474.4 K. This
process happens after about 15 ps of simulation time. Afterwards, the replica mostly stays at
474.4 K. As the structure where the water molecule is very far away from the nitrate-nitric acid
complex has a higher potential energy, we observe the second peak in the probability-density
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Figure 4.5: Probability-density distributions of the potential energy obtained from the simulations at all
different temperatures. The leftmost distribution corresponds to the lowest temperature 50.0 K and the
rightmost distribution corresponds to 474.4 K. The distributions were obtained by calculating histograms
(bin width = 0.001 eV) of the potential energies taken at each time step of the respective simulation and
normalizing them. The potential energy is given relative to the potential energy with the highest probability
for 50.0 K.

distribution of the simulation at 474.4 K. The overlap with the distribution at the neighboring
lower temperature reduces due to the two peak structure and so does the acceptance ratio. If,
however, the replica is still successfully swapped to a lower temperature, it is very likely to
swap back at the next attempt. This can be illustrated by the exchange charts shown in Fig. 4.6.
The plots show the simulation temperature for each individual replica as a function of REMD
simulation time. Figure 4.6a shows all replicas up to a simulation time of 5 ps, while Fig. 4.6b
shows the random walk of three selected replicas up to 30 ps. The cyan colored replica starts at a
temperature of 260.3 K. It walks through the temperature space, where at about 15 ps it arrives
and mostly stays at 474.4 K. It looses its water molecule and gets stuck in the high-temperature
regime. In contrast, the red-colored replica walks much more freely through the temperature
space and the blue-colored replica even manages to touch both temperature boundaries within
12 ps. The only acceptance ratio that deviates from a uniform distribution can be explained by
the system loosing its water molecule. Returning to the original question we can thus state that
the temperatures were distributed in a reasonable way.

The next question that needs to be examined is if the temperature boundaries were chosen
in a sensible fashion. While the lowest temperature is determined by the temperature that we
are interested in, the highest temperature has to be chosen in such a way that the system does
not get trapped in local minima. For the lowest temperature we chose 50.0 K. REMD samples
the free-energy surface (FES) rather than the potential-energy surface (PES), i.e., our structure
search is biased towards local minima of the FES. However, ultimately, we aim at a comparsion
of calculated infrared (IR) spectra (at finite temperature) to experimental IR spectra that were
conducted at similarly low (but finite) temperatures. Thus, the bias of the REMD search might
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Figure 4.6: Exchange charts shown (a) for all replicas up to 5 ps of simulation time and (b) for selected
replicas up to 30 ps.
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even be favorable.
For the highest temperature we chose 474.4 K. As we saw earlier, it does not make sense to

choose higher temperatures as the hydrated cluster already dissociates, i.e., looses its water
molecule, at 474.4 K on an REMD time scale of 15 ps.

A further parameter in REMD simulations is the exchange attempt frequency (EAF). In our
simulations we used an EAF of 10 ps−1. Although even larger frequencies might yield a higher
efficiency[301], here we aimed at a compromise between efficiency and the computational cost
arising from each swap attempt.

In summary, we can state that we used enough replicas, that our temperatures were reasonably
distributed and that we used a sensible temperature range. However, another critical issue is
if the REMD simulation time was sufficiently long. When we consider the exchange chart in
Fig. 4.6b, we see that, e.g., the red-colored replica does not touch both temperature boundaries
within 30 ps. The blue-colored replica touches both boundaries, but does not perform a round trip,
i.e., does not go up-down-up or down-up-down. In fact, only two replicas perform a full round
trip within 30 ps. In order to properly converge the REMD run with respect to coast-to-coast
transitions, much longer simulation times are needed. However, our purpose here was to use
the REMD run in order to find local minima of the PES (by local geometry optimization of
snapshots of the replicas). By comparison of calculated IR spectra of the structures found by
this search technique to experiment, we see that we were able to find the relevant conformers
(not shown here). Additionally, the structures that turn out to be most relevant (number 06 and
number 02, see Fig. 4.3) were not present in the initial structure pool, i.e., searching by intuition
for the correct structures of systems even as small as our test case (12 atoms) might not always
be sufficient.



5 MOLECULAR VIBRATIONS

After having discussed methods for describing and sampling the potential-energy surface (PES)
in chapters 3 and 4, this chapter focuses on how one can describe and probe molecular vibrations.
We discuss how infrared (IR) spectra can be calculated in the harmonic approximation and
from molecular dynamics (MD) simulations and what kind of information they may reveal
about the structure of the peptide under consideration. Additionally, we will address two
approximations to the free energy, namely the harmonic-oscillator approximation and the rigid-
rotor approximation. This chapter intends to give an overview, while further details can be
found in textbooks, such as Refs. [266, 268, 302].

5.1 HARMONIC-OSCILLATOR APPROXIMATION

In a classical picture, the nuclei move on the Born-Oppenheimer (BO) PES VBO({RI}) following
Newton’s equations of motion

mIR̈I = FI = −∂VBO({RI})
∂RI

, (5.1)

where VBO({RI}) is defined as:

VBO({RI}) = Vnn({RI}) + Ee({RI}) (5.2)

=
1

2

Nat∑
I

Nat∑
J 6=I

ZIZJ
|RI −RJ |

+ Ee({RI}) .

Vnn is the nuclei-nuclei interaction and Ee({RI}) the electronic energy at a given conformation
of the nuclei {RI}. We here refer to the BO PES VBO({RI}) since we use it in this work. However,
as before, V may likewise be an empirical potential-energy function such as a force field.

Let {Ri,0} denote the positions of the nuclei in a local minimum conformation of the PES,
where the index i runs over all 3Nat degrees of freedom. It is advantageous to define new
coordinates q̃i = (Ri −Ri,0). The potential can then be expanded around this local minimum
conformation in terms of small values of q̃i:

VBO({q̃i}) = VBO(0) +

3Nat∑
i

(
∂VBO

∂q̃i

)
0

· q̃i +
1

2

3Nat∑
i

3Nat∑
j

(
∂2VBO

∂q̃i∂q̃j

)
0

· q̃iq̃j + . . . (5.3)

The first term is only a constant offset, while the second term vanishes for a local minimum
conformation as the forces are zero. Thus, the first relevant term is the third one. Omitting

67
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higher orders of the expansion yields the harmonic approximation. Within this approximation the
equations of motion for the coordinates {q̃i} read:

mi
¨̃qi = −∂VBO

∂q̃i
= −

3Nat∑
j

(
∂2VBO

∂q̃i∂q̃j

)
0

· q̃j . (5.4)

It is advantageous to define mass-weighted coordinates qi =
√
miq̃i. With this, the equations of

motion become:

q̈i = −
3Nat∑
j

(
∂2VBO

∂qi∂qj

)
0

· qj . (5.5)

Let us now make the ansatz q = A cos(ωt+φ). This is the equation of a harmonic oscillator, where
all atoms oscillate with the same frequency and phase. Only the amplitude of the oscillation
depends on the coordinate. With this, Eq. 5.5 can be transformed to an eigenvalue problem:

ω2q = Hq, H :=

(
∂2VBO

∂qi∂qj

)
0

=
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0

, (5.6)

where H denotes the Hessian matrix in mass-weighted coordinates. Solving Eq. 5.6 involves
finding the eigenvectors An and eigenvalues ω2

n of H. The eigenvectors An of H describe the
amplitudes of the different coordinates for a state, where all atoms oscillate with the same
frequency ω and phase φ. Such a state is called a normal mode and the time evolution of the
coordinates is described by

q(t) = An cos(ωnt+ φn) , (5.7)

where n = 1, . . . , 3Nat. The system has 3Nat degrees of freedom, where three degrees of freedom
describe translations of the center of mass and three degrees describe rigid rotations. Thus, six
eigenvalues are zero,1 where the other (3Nat− 6) describe vibrational states of the molecule with
positive eigenvalues ω2

n. If the system is not in a local-minimum conformation, but in a saddle
point, this will result in the occurrence of negative eigenvalues ω2

n (or imaginary frequencies ωn).
If we define A = (A1,A2, · · · ,A3Nat

), where we assume the eigenvectors to be normalized, we
can perform a coordinate transformation:

Q = ATq , (5.8)

where Q = (Qi) are called the normal coordinates. This choice of coordinates is particularly
useful as the potential energy (in the harmonic approximation) decouples in these coordinates:

VBO =
1

2
qTHq =

1

2
qT (AAT )H(AAT )q =

1

2
QT


ω2

1 0 · · · 0

0 ω2
2

. . .
...

...
. . . . . . 0

0 · · · 0 ω2
3Nat

Q =
1

2

3Nat∑
i

ω2
iQ

2
i (5.9)

1For linear molecules only five eigenvalues are zero.



5.1 Harmonic-oscillator approximation 69

The kinetic energy2 in terms of the normal coordinates reads

K =
1

2

3Nat∑
i

Q̇2
i . (5.10)

In the next step, we shall move from the classical to a quantum-mechanical description of
vibrations. In the Born-Oppenheimer approximation, the total wave function of a molecule
decouples into an electronic part Φe and a nuclear part. The latter can further be written as
a product of the translational wave function ΦT, the rotational wave function ΦR, and the
vibrational wave function ΦV:3

Ψ = ΦeΦTΦRΦV . (5.11)

In normal coordinates the vibrational Schrödinger equation (SGE) reads[302]4:

− ~2

2

3Nat−6∑
i

∂2ΦV

∂Q2
i

+
1

2

3Nat−6∑
i

ω2
iQ

2
iΦV = EVΦV , (5.12)

where EV denotes the energy associated with the vibration. As the potential is diagonal in the
normal-mode coordinates the wave function can be written in a product ansatz:

ΦV = Φ(Q1)Φ(Q2) · · ·Φ(Q3Nat−6) (5.13)

and the energy becomes EV = E(1) +E(2) + · · ·+E(3Nat−6). The functions Φ(Qi) then satisfy:

− ~2

2

∂2Φ(Qi)

∂Q2
i

+
1

2
ω2
iQ

2
iΦ(Qi) = E(i)Φ(Qi) . (5.14)

This is the equation of the quantum-mechanical harmonic oscillator, for which the solutions are
well known[167]. The energy for the harmonic oscillator with the normal frequency ωi is

Eni(i) = ~ωi(ni +
1

2
), ni = 0, 1, · · · (5.15)

The variable i denotes the normal mode, while ni is a quantum number defining the state of the
harmonic oscillator. The total energy then amounts to

E =

3Nat−6∑
i

~ωi(ni +
1

2
) (5.16)

and the total wave function depends on all quantum numbers n = {ni}.
The vibrational energy levels of a harmonic oscillator can be excited or de-excited by the

absorption or emission of photons. Transitions between two levels can only occur if the photon
energy matches the energy difference between those levels. In molecules, the energy associated
with vibrational transitions corresponds to the energy of photons in the IR range. This enables to
probe the vibrational modes of a molecule based on IR photon absorption (IR spectroscopy). In

2Here denoted as K in order to avoid confusion with the temperature T .
3Rotations and vibrations decouple only approximately. We here assume this approximation to be valid, where further

details can be found in Ref. [302].
4We here explicitly write ~.
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order to calculate the transition probability between two vibrational states one can consider the
interaction of the dipole moment of the molecule with a weak electromagnetic field as a small
perturbation to the system. Using Fermi’s golden rule one finds that the transition probability
between two states n and n′ is proportional to the transition dipole moment |(µ)n,n′ |2[302],
which is defined as:

(µ)n,n′ =

∫
Φ∗nµΦn′dQ , (5.17)

where µ is the dipole moment of the system and the integration runs over the whole configura-
tion space. The dipole moment µ can be expanded in terms of Qi:

µ = µ(0) +

3Nat−6∑
i

(
∂µ

∂Qi

)
0

·Qi + . . . , (5.18)

where typically only the first two terms are kept (electrical harmonic approximation). As
already the potential has been approximated, this is frequently called the double-harmonic
approximation[303]. Based on this expansion, the transition dipole moment becomes

(µ)n,n′ ≈ µ(0)

∫
Φ∗nΦn′dQ+

3Nat−6∑
i

(
∂µ

∂Qi

)
0

·
∫

Φ∗nQiΦn′dQ . (5.19)

This only takes non-zero values for specific cases, which gives rise to the well-known vibrational
selection rules for harmonic oscillators. When taking into account that Φn and Φn′ are products
of the harmonic-oscillator wave functions and the harmonic-oscillator wave functions are
orthonormal, the first term only contributes for n = n′, i.e., it does not affect the intensities of the
vibrational spectrum. From the second term it is clear that only those transitions can arise where
n′i = ni ± 1 and all other oscillators have n′k = nk. This means that (in the double-harmonic
approximation) only frequencies corresponding to normal-mode frequencies should appear in
the IR spectrum. Additionally, only those normal frequencies will appear that are associated
with vibrations that change the dipole moment of the system. For a more detailed account, the
interested reader is referred to Ref. [302]. The integral absorption coefficient for the spectral line
associated with the normal mode i is

Ii =
NAπ

3c

∣∣∣∣( ∂µ

∂Qi

)
0

∣∣∣∣2 , (5.20)

where NA denotes Avogadro’s number and c is the velocity of light. A derivation of this can be
found, e.g., in Ref. [304].

5.1.1 FREE ENERGY IN THE HARMONIC OSCILLATOR-RIGID ROTOR

APPROXIMATION

At physiological conditions, the actual surface that the peptide or protein explores during folding
is the free-energy surface (FES). The free energy is the relevant thermodynamic quantity that
describes the behavior of the system at finite temperature. As discussed in Section 2.5, we here
concentrate on the Helmholtz free energy. If Q(T ) denotes the partition function of the canonical
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ensemble, the Helmholtz free energy of a system can be calculated via:

F (T ) = −kBT ln[Q(T )] , (5.21)

where T is the temperature and kB the Boltzmann factor. Here we give a brief account on how
to evaluate the rotational and the vibrational contributions to the free energy in the harmonic
oscillator-rigid rotor approximation.5

In the harmonic approximation, the vibrational partition function is a product of the partition
functions of single harmonic oscillators with the normal frequencies ωi:

qvib =

3Nat−6∏
i=1

∞∑
ni=0

exp

[
− ~ωi
kBT

(
ni +

1

2

)]
=

3Nat−6∏
i=1

exp
(
− ~ωi

2kBT

)
1− exp

(
− ~ωi
kBT

) . (5.22)

For the infinite sum, one can employ the rule for a geometric series such that the sum can be
written in a closed form. According to Eq. 5.21 the vibrational contribution to the free energy in
the harmonic approximation then reads

Fvib(T ) =

3Nat−6∑
i=1

[
~ωi
2

+ kBT ln(1− e
− ~ωi
kBT )

]
. (5.23)

At T = 0 K this amounts to
∑3Nat−6
i=1

~ωi
2 , which is referred to as the zero-point energy (ZPE).

Fvib(T ) can be expressed in terms of the entropy Svib(T ) and the internal energy Uvib(T ) via

Fvib(T ) = Uvib(T )− TSvib(T ) , (5.24)

where

Uvib(T ) = kBT
2 ∂ ln qvib

∂T
=

3Nat−6∑
i=1

~ωi
2

+
~ωi

exp
(

~ωi
kBT

)
− 1

 . (5.25)

The simplest example of a rigid-body rotor is a heteronuclear diatomic molecule. For this, the
energy levels are given by[268]

εJ =
~2J(J + 1)

2I
with J = 0, 1, 2, . . . (5.26)

I denotes the moment of inertia and J is the angular-momentum quantum number. As the
degeneracy of each level is 2J + 1 the rotational partition function reads

qrot =

∞∑
J=0

(2J + 1)e
− ~2J(J+1)

2IkBT =

∞∑
J=0

(2J + 1)e−
Θ
T J(J+1) with Θ =

~2

2IkB
. (5.27)

For this sum there is no closed form as for the vibrational partition function. However, normally,
Θ/T � 1 for most molecules at room temperature such that the sum can be approximated by an

5The rotational and vibrational contributions to the partition function are to a very good approximation separable (for
further details see Refs. [268, 302]).
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integral

qrot(T ) ≈
∫ ∞

0

(2J + 1)e−
Θ
T J(J+1)dJ =

∫ ∞
0

e−
Θ
T J(J+1)d[J(J + 1)] =

T

Θ
. (5.28)

In general, a non-linear polyatomic molecule has three principal moments of inertia IA, IB ,
and IC , which determine its rotational properties. Assuming that IA 6= IB 6= IC , the rotational
partition function can be approximated in a manner similar to a heteronuclear diatomic molecule
by[268]

qrot(T ) =
π1/2

σ

(
2kBT

~2

)3/2

(IAIBIC)1/2 =
π1/2

σ

(
T 3

ΘAΘBΘC

)1/2

, (5.29)

where σ is a symmetry factor describing the number of possible ways to rotate the system into
itself again. ΘX is the characteristic rotational temperature for each principal moment of inertia
IX , and is defined as ΘX = ~2/(2IXkB). A more detailed derivation can be found in the book
by McQuarrie[268].

5.2 INFRARED (IR) SPECTROSCOPY OF PROTEINS AND

PEPTIDES

As described in the previous section, IR spectroscopy is a tool to probe the vibrational modes
of a peptide or protein based on IR photon absorption. The IR spectral region extends from
0.78µm to 1000µm, where the region between 0.78µm and 2.5µm is referred to as near-infrared,
and the region between 2.5µm and 50µm is called mid-infrared, while the far-infrared region goes
from 50µm to 1000µm[305]. In IR spectroscopy, the intensity is often plotted as a function of the
wavenumber ν, which is defined as:

ν =
1

λ
(5.30)

and is given in cm−1. In this thesis, the mid-infrared region is the most interesting to us. It
corresponds to a wavenumber range of 200 – 4000 cm−1.

As discussed in Section 5.1, in the harmonic approximation, the vibrations of a molecule can
be decoupled into a set of normal modes, where within each normal mode all atoms vibrate
with the same frequency but different amplitudes. Often only a few amplitudes are significant,
giving rise to modes that are localized at a small group of atoms[306]. Those localized vibrations
can be differentiated into

• Stretching vibrations (change in bond length) and

• Bending vibrations (change in bond angle), where one distinguishes again between

– in-plane bending, such as scissoring and rocking, where the atoms involved move
within one plane, and

– out-of-plane bending, such as wagging, twisting, and also umbrella motion, where
the atoms that are involved move out of their equilibrium-position plane during the
oscillation.
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In the diatomic classical harmonic-oscillator model, the frequency ν of oscillation reads

ν =

(
k

µ

)1/2
1

2π
, (5.31)

where k denotes the force constant of the interaction between the two atoms and 1/µ = 1/mA +

1/mB is the reduced mass of the system with the individual masses of the atoms mA and mB .
From Eq. 5.31 it follows that the frequency of vibration is sensitive to the force constant and the
reduced mass. It increases with increasing force constant and decreases with increasing mass.

Intra- and intermolecular interactions influence the force constant, making the frequency
dependent on the environment. Thus, in a general picture, vibrational modes of a molecule
become sensitive to, and thus reveal information about, its chemical composition, bond lengths,
bond strengths, bond angles, hydrogen bonds, and the environment of the molecule[305, 306].
Hence, the vibrational modes depend on the conformation of the molecule or peptide so that the
IR spectrum can give valuable information about its structure. For this reason, IR spectroscopy
is a widely-used tool to probe the structure of molecules.

Many normal modes are localized in nature, i.e., the vibration involves only a few atoms, so
that specific fragments of the protein or peptide can be probed individually. This may reveal
information about the structure of this group of atoms and its environment. IR spectroscopy is
able to directly probe the presence and strength of hydrogen bonds: generally, a stretching mode
is shifted to lower wavenumbers when the atom involved is hydrogen bonded[305]. The reason
for this is that the hydrogen bond weakens the restoring force. On the other hand, for a bending
mode a hydrogen bond strengthens the restoring force, which induces a shift of the band to
higher wavenumbers. A vibrational mode is IR active if the dipole moment changes upon
the vibration (see Section 5.1). For this reason, generally all polar bonds yield a contribution
to the IR spectrum[305]. This is an advantage of IR spectroscopy as it thus probes nearly all
bonds. However, the larger the molecule becomes the more spectral lines occur and the harder it
becomes to resolve certain features.

As discussed in Chapter 2, a peptide is a polyamide, where the monomeric units, the amino-
acid residues, only differ in the side chains. The central repeating pieces of the peptide’s
backbone are the amide groups, characterized as R–C(=O)–N(H)-R’ (where R and R’ denote an
organic group or a hydrogen atom). The amides show characteristic bands in the IR spectral
region, which can yield valuable information about the peptide structure. They are[305, 306]:

• Amide A and amide B modes: (≈ 3300 cm−1 and ≈ 3070 cm−1, respectively) The amide A
band appears between 3310 cm−1 and 3270 cm−1. It is caused by the N–H stretching
vibrations, where each mode is restricted to only one group of NH atoms and is thus very
local. The frequency of vibration is sensitive to the presence and strength of hydrogen
bonds. Due to the local nature of the vibration and the sensitivity towards H-bonds, the
amide A band is very conformer sensitive. The amide B band appears between 3030 cm−1

and 3100 cm−1. It is rather low in intensity and results from a Fermi resonance6 between
the N–H stretching modes and another mode that has similar energy. In polypeptide

6If two modes have nearly identical energy and symmetry they can mix, which results in an enhanced splitting and a
re-distribution of intensity between the two peaks.
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helices, this is an overtone7 of the amide II band.

• Amide I (≈ 1650 cm−1) The amide I band occurs around 1650 cm−1 and is dominated by the
stretching vibrations of the C=O groups. It also contains contributions from out-of-phase
C–N stretching vibrations, N–H in-plane bendings, and C–C–N deformations. In contrast
to the amide A band, the amide I band is formed by collective modes that involve not
only one amide group, but several or all of them. The modes are barely influenced by the
side chains, but depend on the backbone conformation and are especially sensitive to the
secondary structure of the backbone.

• Amide II (≈ 1550 cm−1) The amide II band occurs around 1550 cm−1. It is dominated
by a coupling of in-plane N–H bendings and out-of-phase C–N stretching vibrations.
Furthermore, it involves also smaller contributions from C–C and N–C stretching vibrations
and in-plane C–O bendings. Just as the amide I band, the modes are rather collective
and are only weakly influenced by the conformation and nature of the side chains. It has
been shown that information about the amide II band alone can be sufficient to predict
secondary structure[307].

• Amide III (≈1200–1400 cm−1) The amide III band occurs between 1200 cm−1 and 1400 cm−1.
It arises through a mixture of localized and collective modes involving in-phase N–H in-
plane bending and C–N stretching. Additionally, also C–O in-plane bending and C–C
stretching vibrations play a role. In contrast to the amide I and amide II bands, which are
barely influenced by the nature of the side chains, the side chains contribute to the amide III
band. The amide III mode has been used for secondary-structure determination[308–310].
It is very sensitive to small changes in the secondary-structure conformation[311].

The position and shape of these characteristic modes reveal information about the structure
of the peptide. The width of the peaks can give clues on the conformational freedom, where
broader peaks indicate a higher flexibility. Especially the amide I band has been used for
secondary-structure analysis (see reviews Refs. [305, 306]). This band is dominated by the C=O
stretching vibrations. If the C=O groups are hydrogen bonded to N–H groups as present, e.g., in
a helix, as a rule of thumb the amide I band is shifted to lower wavenumbers with respect to the
non-hydrogen bonded case. This down-shifting increases with increasing helix length. On the
other hand, the amide II band shifts to higher wavenumbers if the N–H groups are hydrogen
bonded. Coupling of modes can induce relative peak shifting and splitting. The spacing between
the amide I and amide II bands can reveal information, e.g., about the interaction of the C(=O)
and N–H groups in the backbone[312].

5.3 INFRARED (IR) SPECTRA FROM THE DIPOLE TIME

AUTOCORRELATION FUNCTION

Calculating IR spectra in the double-harmonic approximation, as explained in Section 5.1, suffers
from several problems[303, 312]. Obviously, the double-harmonic approximation does not take

7The selection rule of vibrational transitions of ∆n = ±1 only strictly holds in the harmonic-oscillator model. In actual
molecules, this selection rule is softened. If ∆n 6= ±1 this gives rise to a so-called overtone, which is, however, lower in
intensity than the transition associated with the fundamental frequency.
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into account any effects due to the anharmonicity of the potential or higher-order corrections to
the dipole moment. Furthermore, the spectra reflect the system at T = 0 K, while experimental
spectra are recorded at finite temperatures. Peptides are very floppy molecules and can undergo
structural changes at finite temperatures, which cannot be described in the double-harmonic
approximation. A way to account for anharmonicities of the potential and conformational
changes naturally is to calculate the IR spectrum based on the concept of time-correlation
functions (see below) that are obtained from MD simulations. However, one has to keep in
mind that in these approaches the nuclei are usually treated as classical particles. This means
that, e.g., at room temperature (300 K) anharmonicities associated with vibrational modes below
200 cm−1, i.e., ~ω < kBT , are described relatively well. On the other hand, the anharmonicities
associated with higher wavenumbers are underestimated by the classical treatment of the nuclear
motion[313, 314]. In order to approximate nuclear quantum time correlation functions, one can
resort to techniques known as centroid molecular dynamics[315] or ring-polymer molecular
dynamics[316], which are, however, computationally not feasible for the systems of interest in
the present thesis (108 to 220 atoms). Here, we treat the nuclei as classical particles and employ
an a posteriori quantum correction factor, as will be described below.

First, the concept of a time-correlation function will be outlined (see, e.g., Ref. [268]). Let A be
a function of a system with the generalized spatial coordinates q and the generalized momenta
p:

A(t) = A{p(t), q(t)} = A(p, q; t) . (5.32)

The classical time-correlation function is then defined as[268]

C(t) = 〈A(0) ·A(t)〉 =

∫
dq

∫
dp A(p, q; 0)A(p, q; t)f(p, q) , (5.33)

where f(p, q) denotes the equilibrium phase space distribution function and the integral runs
over the whole phase space, i.e., <> denotes an ensemble average. Specifically, this type of
correlation function is called an autocorrelation function as it describes the correlation of A(t) with
itself. The quantum-mechanical analogue is generally defined as

Cqm
AA(t) =

Tr
[
exp(−Ĥ0/{kBT})Â(0)Â(t)

]
Tr
[
exp(−Ĥ0/{kBT})

] , (5.34)

where Â(t) is the time-dependent operator in the Heisenberg picture defined as

Â(t) = exp
(
iĤ0t/~

)
Â exp

(
−iĤ0t/~

)
. (5.35)

In the following we will sketch the derivation of how to calculate the IR spectrum of a
system from an MD trajectory, while a much more detailed account is given, e.g., in Ref. [268].
Let us first consider a small electric field E(t) = εE0 cos(ωt) acting on the system, where E0

describes the amplitude and ε denotes a unit vector pointing along the electric-field direction.
The Hamiltonian Ĥ0 of the system is then perturbed by

λV̂ (t) = −E(t) · µ̂ , (5.36)
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where µ̂ is the dipole-moment operator of the system. Employing time-dependent perturbation
theory (up to first order) yields the famous Fermi golden rule, which describes the probability
per unit time that the system goes from the initial state i to the final state f [268]:

Pi→f (ω) =
πE2

0

2~2
|〈f |ε · µ̂|i〉|2 [δ(ωfi − ω) + δ(ωfi + ω)] , (5.37)

with ωfi = ωf − ωi. The first δ-function describes absorption and the second δ-function de-
scribes stimulated emission. For the rate of energy loss from radiation (Erad) to the system it
follows[268]:

− d

dt
Erad =

∑
i

∑
f

ρi~ωfiPi→f , (5.38)

where ρi denotes the probability of the system to be in the initial state i. The absorption coefficient
α(ω), which describes the IR absorption spectrum, can be obtained by dividing the above
expression by the incident flux of radiation. When assuming that ρf = ρi exp(−~ωfi/[kBT ]) and
interchanging the indices in the second delta function one finds (see Ref. [268] for more details):

α(ω) ∝ ω(1− e
− ~ω
kBT )

∑
f

∑
i

ρi |〈f |ε · µ̂|i〉|2 δ(ωfi − ω)︸ ︷︷ ︸
=:G(ω)

(5.39)

When considering that δ(ω) = 1
2π

∫∞
−∞ eiωtdt one can rewrite G(ω) in the following way:

G(ω) =
1

2π

∑
f

∑
i

ρi 〈i|ε · µ̂|f〉 〈f |ε · µ̂|i〉
∫ ∞
−∞

exp

[(
Ef − Ei

~
− ω

)
it

]
dt (5.40)

=
1

2π

∫ ∞
−∞

dt exp(−iωt)
∑
f

∑
i

ρi 〈i|ε · µ̂|f〉

〈
f |ε exp(iĤ0t/~) · µ̂ exp(−iĤ0t/~)︸ ︷︷ ︸

µ̂(t)

|i

〉
.

With
∑
f | f〉 〈f | = 1 and averaging ε over all directions one arrives at

G(ω) =
1

6π

∫ ∞
−∞

∑
i

ρi 〈i|µ̂(0) · µ̂(t)|i〉︸ ︷︷ ︸
Cqm
µµ

e−iωtdt , (5.41)

where Cqm
µµ is the canonical quantum correlation function as defined in Eq. 5.34. Another

well-known quantum correlation function is the Kubo-transformed correlation function[317]:

C̃AA =
1

βTr
[
exp(−βĤ0)

] ∫ β

0

Tr
[
exp(−{β − λ}Ĥ0)Â(0) exp(−λĤ0)Â(t)

]
dλ , (5.42)

where β = 1/(kBT ). The Fourier transforms of the two correlation functions are related via[318]∫ ∞
−∞

exp(−iωt)Cqm
AA(t)dt =

β~ω
1− exp(−β~ω)

∫ ∞
−∞

exp(−iωt)C̃AA(t)dt . (5.43)

The Kubo-transformed correlation function and the classical correlation function have the same
symmetry properties[316, 318] suggesting that it is better to identify the classical correlation
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function with C̃AA (rather than with Cqm
AA). In order to arrive at G(ω) (see Eq. 5.41) one then has

to multiply the Fourier transform by

Q =
β~ω

1− exp(−β~ω)
, (5.44)

where Q is a so-called quantum correction factor. There have also other quantum correction
factors been proposed[319], but Eq. 5.44 is the most widely used one and has been shown to
yield the best results[303, 312, 313, 319–322]. With this the IR absorption coefficient becomes:

α(ω) ∝ ω2

∫ ∞
−∞
〈µ(t0 = 0) · µ(t)〉t0 e−iωtdt . (5.45)

In a molecular dynamics run the time zero t0 can be set arbitrarily. As the system should be
ergodic, one can replace the ensemble average by a time average denoted as <>t0 , where each
time step can be used as t0 = 0 in order to calculate this average. This issue will be assessed in
more detail in Chapter 6 again.

One can now exploit the properties of the Fourier transform regarding its time derivative.
If the Fourier transform of a function f(t) yields g(ω), for the Fourier transform of d

dtf(t) it
holds that F

(
d
dtf(t)

)
= iωg(ω). With this, Eq. 5.45 can be rewritten in terms of the time-

autocorrelation function of the time derivative of the dipole moment, which has proven numeri-
cally advantageous[323]:

α(ω) ∝
∫ ∞
−∞
〈µ̇(0) · µ̇(t)〉t0 e−iωtdt . (5.46)

Furthermore, the autocorrelation function is a real quantity and symmetric in time so that the
integral can be simplified to

α(ω) ∝
∫ ∞

0

〈µ̇(0) · µ̇(t)〉t0 cos(ωt)dt . (5.47)

This is the formula used to calculate IR spectra from MD simulations in this thesis.
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6 IR SPECTRA FROM ab initio MD

For the peptides studied in this work, we calculate infrared (IR) spectra from ab initio molecular
dynamics (MD) simulations and compare them to experimental infrared multiphoton disso-
ciation (IRMPD) data. In order to obtain meaningful and converged spectra many practical
details need to be taken into account, which are assessed in this chapter. As a benchmark system,
we use the peptide Ac-Ala4-Lys(H+). Specifically, we concentrate on the lowest-energy con-
formation obtained from a previous first-principles structure search (density-functional theory
(DFT) with the PBE+vdW functional) by Rossi and co-workers[17, 28]. It is depicted in Fig. 6.1.
The reasons for choosing this peptide as a test system are two fold. On the one hand, it is an
alanine-based peptide containing a lysine residue, i.e., it is very similar to the other peptides
studied in this thesis. On the other hand, it is relatively small (70 atoms) so that benchmark
calculations become affordable. However, the simulations performed in this chapter are still
expensive.1 We assess the convergence of the spectra with increasing simulation time, number
of runs, and sensitivity to different conformers. Additionally, we also study the influence of
the time step used in the simulations. The IR spectra are calculated from the Fourier transform
of the autocorrelation function of the dipole time derivative as explained in Section 5.3. We
use the PBE+vdW functional (see Section 3.5.3) and the simulations are performed in the NVE
ensemble with 〈T 〉 = 300 K and tight computational settings. In principle, the IR spectra should
be derived from constant-temperature MD simulations (canonical ensemble). However, in order
to maintain a certain temperature, thermostats make changes to the atomic velocities, which can
affect the dynamic correlations of the system, preventing the extraction of meaningful vibrational
information. In the thermodynamic limit, the microcanonical (NVE) and the canonical ensemble
(NVT) become identical. This means that for systems with a large number of degrees of freedom,
as for the peptides studied here, it is a good approximation to derive the IR spectra from MD
simulations in the NVE ensemble after a previous thermostatted equilibration of the system at
the target temperature (here: 300 K). This is also the standard approach used in the literature.

6.1 WAVE-FUNCTION EXTRAPOLATION

In Born-Oppenheimer (BO) MD simulations, the forces acting on the nuclei have to be calculated
at each time step

FI = −∇IVBO({RI}) . (6.1)

1Using a time step of 1 fs and the tightest accuracy settings for the self-consistency cycle (see Tab. 6.1), a simulation of
30 ps takes approximately ten days on 256 cores of the ”aims” cluster at the Garching Computing Centre (Intel Xeon
octacore nodes).
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Figure 6.1: The Ac-Ala4-Lys(H+) conformer used as a test
system here. This conformer is the lowest-energy con-
former obtained from a previous first-principles structure
search by Rossi and co-workers[17, 28].

For this, one has to find the self-consistent solution to the Kohn-Sham equations, i.e., a full self-
consistent field (SCF) cycle has to be performed at each time step. To minimize the number of SCF
iterations, and therewith the computational cost, one needs to find a good initial guess for the
electronic degrees of freedom. One evident way is to extrapolate this guess from the optimized
electronic degrees of freedom of previous time steps.2 However, this approach typically suffers
from a systematic long-term drift of the total energy, especially if just the optimized value from
the last time step is used[325–328]. In short, the problem (discussed in depth by Niklasson and
co-workers[328–330]) is that the SCF procedure is irreversible and self consistency is never fully
reached, resulting in residual errors in the forces. If the starting point for the SCF procedure is
not chosen in a time-reversible fashion, as obviously the case when the optimized value from
the previous time step is used, this will break the time reversibility of the nuclear dynamics
due to the error in the forces, resulting in energy-conservation problems[266, 326]. In order to
overcome this problem, one needs to tighten the self-consistency criteria and/or use higher-order
extrapolation methods[327].3 In the following, we will present benchmarks for several sets of
self-consistency criteria and extrapolation schemes to identify reasonable settings for the MD
simulations needed in this thesis to derive IR spectra for the systems under study.

In a practical calculation, one has to decide first which quantity should be extrapolated. In
FHI-aims4 the contra-covariant density matrix is chosen, as suggested by Kühne et al.[331] The
density matrix P is defined as

P = CGCT . (6.2)

The columns of the matrix C are the coefficients of the Kohn-Sham eigenvectors as defined
in Eqs. 3.62 and 3.63. The matrix G is diagonal, with the diagonal containing the occupation
numbers. If the density matrix is multiplied with the overlap matrix S (see Eq. 3.65), one arrives
at the contra-covariant density matrix P

P = PS . (6.3)

If P acts on C, it projects out the occupied subspace

PC = CG . (6.4)

After each time step, P is constructed and stored. Based on the values at N preceding time steps

2Extrapolating the electronic degrees of freedom resembles to some extent the idea of Car-Parrinello (CP)MD. For
further details, the interested reader is referred, e.g., to Ref. [324].
3Another option is to use a time-reversible extrapolation scheme, as proposed by Niklasson and co-workers[328–330]
4The wave-function extrapolation scheme was implemented by Jürgen Wieferink.
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one can define an extrapolator P̃(t) that estimates the value of P at time t:

P̃(t) :=

N∑
m=1

BmP(t−mh) , (6.5)

where h denotes the time step ∆t and Bm is the extrapolation coefficient. All of the systems
treated in this thesis have a well-defined gap that separates occupied and unoccupied states, so
one can obtain the new (extrapolated) eigencoefficients by

C̃
occ

(t) = P̃(t)Cocc(t− h) =

N∑
m=1

BmP(t−mh)Cocc(t− h) (6.6)

and
C̃

unocc
(t) =

[
I− P̃(t)

]
Cunocc(t− h) . (6.7)

Afterwards the new eigenvectors have to be orthonormalized before calculating the charge
density.

In order to understand how the extrapolation is done, consider a function f(t), for which its
value at time t should be extrapolated based on the knowledge of its values at preceding time
steps (f could be any component of P). Let f̃(t) be the extrapolator:

f̃(t) :=

N∑
m=1

Bmf(t−mh) , (6.8)

where h again denotes the time step ∆t and Bm is the extrapolation coefficient. One can estimate
the error of the extrapolation by expanding f(t−mh) in a Taylor series around the extrapolated
time t[332, 333]:

∆f̃(t) = f̃(t)− f(t) =

N∑
m=1

Bm

∞∑
k=0

(
dkf

dtk

)
t

(−mh)k

k!
− f(t) (6.9)

=

∞∑
k=0

(
dkf

dtk

)
t

hk

k!

{
N∑
m=1

Bm(−m)k − δk,0

}
︸ ︷︷ ︸

Ak

.

By solving a linear equation in the matrix (−m)k one can choose the Bm such that N values of
Ak are zero. With decreasing time step h, the absolute error is minimized if the coefficients Ak
with k = 0, 1, . . . , N − 1 are chosen to vanish. However, for the time reversibility of the error
∆f̃(t), only Ak with odd values of k are relevant. Thus, to enhance the time reversibility of the
extrapolation one could also choose the first N coefficients Ak with odd k to be zero.

In the following we perform a series of benchmarks for different extrapolation schemes and
different self-consistency accuracy settings. Convergence of the SCF cycle is said to be achieved
if the specified quantities, such as total energy or sum of eigenvalues, varies between two
subsequent iterations by less than the given convergence criterion. In FHI-aims, the accuracy
of the convergence of the SCF cycle can be adjusted by the following keywords:

• sc accuracy eev: convergence criterion for the sum of eigenvalues (eV)
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Table 6.1: Different sets of convergence criteria for the self-consistency cycle used for the test series in this
chapter.

Criterion Settings 0 Settings 1 Settings 2
sc accuracy rho (electrons) 10−3 10−4 10−5

sc accuracy eev (eV) 10−2 10−3 10−4

sc accuracy etot (eV) 10−5 10−5 10−6

sc accuracy forces (eV/Å) not checked not checked 5 · 10−4

• sc accuracy etot: convergence criterion for the total energy (eV)

• sc accuracy rho: convergence criterion for the charge density; the convergence criterion
refers to the volume-integrated root-mean square change of the charge density measured
in electrons

• sc accuracy forces: convergence criterion for the maximum value of the forces (eV/Å).

For our tests, we used three different SCF settings, labelled as settings 0, 1, and 2. The
according accuracy criteria are tabulated in Tab. 6.1. Set 0 has the lightest criteria and set 2 the
tightest. We also employed different extrapolation schemes pno, where the name pno refers to
an n point scheme, where the values of n previous time steps are used for the extrapolation. The
order o specifies the value of k up to which all Ak are chosen to be zero. As the minimum value
of k is zero, o can at most be n − 1. The remaining degrees of freedom are used to choose Ak
with odd k to vanish in order to enhance time reversibility. The choice p10 corresponds to using
the one-particle coefficients of the previous time step to initialize the self-consistency cycle of the
next.

As mentioned in the beginning of this chapter, we used the peptide Ac-Ala4-Lys(H+) as
a benchmark system. All simulations were performed in the NVE ensemble after a previous
equilibration of the molecule at 300 K. In all cases, tight computational settings were used.

6.1.1 SCF ACCURACY SETTINGS 0

Based on the SCF accuracy settings 0, we simulated four trajectories with the extrapolation
schemes p10, p21, p31, and p32 up to a length of 3 ps using a time step of 1 fs. Table 6.2 lists
the average number of SCF iterations needed to obtain convergence (based on the criteria of
settings 0). When using the eigencoefficients from the last time step to initialize the SCF cycle
(p10), the average amount of iterations needed to converge is 8.5. When including the last two
time steps into the extrapolation (p21), this decreases to 8.0. Note that p21 is the same as p20.
The next option is to take the converged values of three time steps for the extrapolation into
account. There are two possibilities now, namely p32 and p31 (note again that p30 is the same as
p31). While p32 should give the better estimate of the eigencoefficients, p31 yields an error in
the forces that has a reduced time irreversibility. This is also confirmed by the results. Indeed,
p32 yields a (slightly) lower number of SCF iterations that are needed for convergence than
p31, namely 7.5 versus 7.6. The reduced time irreversibility of the error by using scheme p31
yields a smaller drift in the total energy as illustrated in Fig. 6.2, which is the smallest drift of
all the tested schemes. Still the drift is about 70 meV for 3 ps or 23 meV/ps. This is much too
high considering that we intend to perform simulations of about 30 ps length and that the drift
should not exceed a few meV during the simulation as different conformational families are only
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Table 6.2: Average number of SCF iterations per time step for SCF accuracy settings 0.

Extrapolation method p10 p21 p31 p32
Av. SCF iterations per time step 8.4 8.0 7.6 7.5
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Figure 6.2: Energy drift for a 3 ps NVE run of Ac-Ala4-Lys(H+) using SCF accuracy settings 0.

separated by the order of 10 meV[17, 28]. However, just using the eigencoefficients from the last
SCF cycle (p10) yields a drift of about 800 meV already after 3 ps.

We here compare the number of SCF iterations needed for the different extrapolation schemes
to achieve the same level of convergence. If one would like to compare the number of SCF
iterations needed to achieve the same average energy drift, the result would obviously differ
from Tab. 6.2. In order to achieve the same drift with a p10 extrapolation as with p31 this would
need more SCF iterations than the average 8.4 iterations given in Tab. 6.2. As a rough estimate it
would be less than 10.8 (see the following subsection).

6.1.2 SCF ACCURACY SETTINGS 1

As we have found the extrapolation scheme p31 to be the most efficient, we will in the following
concentrate on a comparison between p10, i.e., using the wave function of the previous time
step as input for the next SCF cycle, and p31. We now use settings 1 (see Tab. 6.1) as the accuracy
settings for the SCF cycle and again perform simulations in the NVE ensemble of 3 ps length
with a time step of 1 fs. As can be seen from Tab. 6.3, employing scheme p31 reduces the average
number of iterations per SCF cycle by about 1 compared to p10, from 10.8 to about 9.8. Fig. 6.3
shows the evolution of the total energy for both p31 and p10. According to a linear fit to the
data, the drift for p10 is 6 meV/ps. This is smaller than the drift we found for p31 based on the
less accurate SCF accuracy settings 0 (23 meV/ps, see previous subsection). With SCF accuracy

Table 6.3: Average number of SCF iterations per time step for SCF accuracy settings 1.

Extrapolation method p10 p31
Av. SCF iterations per time step 10.8 9.8
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Figure 6.3: Energy drift for a 3 ps NVE run using SCF accuracy settings 1. The straight lines indicate a
linear fit to the data.

Table 6.4: Average number of SCF iterations per time step for SCF accuracy settings 2.

Extrapolation method p10 p31
Av. SCF iterations per time step 13.8 12.9

settings 1, however, the scheme p31 yields a smaller drift than p10, namely about 3 meV/ps.
Still, for a run of 30 ps length we would thus have to expect a drift of about 90 meV. In the lowest
100 meV regime of Ac-Ala4-Lys(H+) there are at least five different structure types[17, 28]. The
second-lowest structure type has an energy difference compared to the lowest-energy conformer
of about 10 meV so that a drift of the order of or less than 10 meV would be desirable.

6.1.3 SCF ACCURACY SETTINGS 2

When increasing the accuracy of the SCF cycle settings even more to settings 2 (see Tab. 6.1),
we still find the extrapolation scheme p31 to need approximately one less iteration to achieve
convergence than p10. This is illustrated in Tab. 6.4. As depicted in Fig. 6.4, the drift for the
extrapolation scheme p10 is basically the same as for p31. A linear fit to the data yields a
drift of about 1 meV/ps. In order to see how the drift evolves, we increased the run using
p31 to a simulation time of 40 ps. Figure 6.5 illustrates the drift in the total energy and the
evolution of the temperature, which oscillates around 300 K. Although the energy oscillates
with an amplitude of about 30 meV, the average drift is about or even less than 10 meV. As we
mentioned earlier, different conformational families of Ac-Ala4-Lys(H+) are separated by the
order of 10 meV[17, 28]. A drift of about 10 meV or less for a 40 ps simulation is hence considered
to be sufficiently small. We will thus use SCF accuracy settings 2 in the following and throughout
this thesis to calculate IR spectra from ab initio MD runs.
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Figure 6.4: Energy drift for a 3 ps NVE run using SCF accuracy settings 2. The straight lines indicate a
linear fit to the data.

Figure 6.5: Evolution of the total energy and the instantaneous kinetic temperature (see Eq. 4.9) as a
function of simulation time for an NVE simulation for Ac-Ala4-Lys(H+) with 〈T 〉 = 300 K. We used the
SCF accuracy settings 2 and p31 as the extrapolation scheme. The brown points are the actual data points,
while the black lines illustrate running averages over 100 fs.
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6.2 PENDRY RELIABILITY FACTOR

In the present chapter, we aim to study the convergence of the IR spectrum of Ac-Ala4-Lys(H+)
with respect to different parameters, such as the length or the time step of the simulation. For this,
we need to compare different IR spectra to each other and judge their similarity. Even though the
human eye is capable to capture many different features at the same time, a visual comparison is
still subjective. Furthermore, the eye is often (unconsciously) attracted by single outstanding
differences such as large differences in intensity or a missing or split peak[334] rather than by
smaller shifts in the peak positions[335]. It would thus be desirable to have an unambiguous
and quantitative measure of the agreement between two spectra, where it is known how exactly
the comparison is performed and which features are taken into account or assigned particular
weight. Such reliability factors (R-factors) are widely used in the context of X-ray diffraction
and low-energy electron diffraction (LEED)[334–337]. They are numbers calculated by a given
formula or prescription that tries to account for the differences and similarities between two
datasets. Thus, the R-factors give a measure for the degree of correspondence (reliability). As
there are many features that have to be taken into account and that can be weighed differently in
the comparison, such as agreement of absolute/relative intensity, peak positions, shoulders and
so on, there are different possibilities for constructing an R-factor[334–337]. With the reasons
being explained in the following, in this thesis, we use the reliability factor proposed by John
Pendry[337], which is widely used in the context of X-ray diffraction and LEED, but has also been
successfully employed for IR spectroscopy[17, 338]. The Pendry R-factor (RP, or just referred
to as R-factor in this thesis) places emphasis on the positions of the peaks rather than on the
peak intensities. This feature is particularly desirable for us as the experimental spectra to which
we compare our theoretical spectra in this work are measured by IRMPD (see Chapters 9 and
12). The multiple-photon absorption process can affect the IR intensities (as will be discussed in
Section 7.1.2), whereas the peak positions should match. Furthermore, due to its insensitivity
to absolute peak intensities, RP attributes equal weight to deviations of the peak positions in
high-intensity regions and low-intensity regions of the spectrum. In this way, both discrepancies
in the high-intensity amide I and II bands and in the less intense, but as discussed in Section 5.2
also structure sensitive[308–311], amide III band are accounted for equally by RP.

Pendry achieved the special focus on the peak positions rather than on the intensity by
comparing two spectra based on auxiliary functions defined as

Y (ν) =
L−1

L−2 + V 2
0

with L(ν) =
1

I(ν)

dI

dν
. (6.10)

I(ν) is the intensity as a function of the wavenumber ν and V0 is the approximate half width
of the peaks. When comparing two spectra I1(ν) and I2(ν), the value of the Pendry reliability
factor is then calculated via:

RP =

∫
(Y1 − Y2)2dν∫
(Y 2

1 + Y 2
2 )dν

. (6.11)

This equation yields RP = 0 for perfect correlation (agreement) between the spectra, RP = 1 if
there is no correlation, and RP = 2 if the spectra are perfectly anticorrelated. The idea behind
this prescription is the following[337]. One can think of the spectrum I(ν) to be approximately
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Figure 6.6: Illustration of a Lorentzian peak at position νj (a), its logarithmic derivative L (b), and the
Pendry Y function (c).

composed of a sum of Lorentzian peaks:

I '
∑
j

aj
(ν − νj)2 + V 2

0

, (6.12)

where aj/V 2
0 defines the amplitude of the Lorentzian peak j and V0 is the half width of the

peak.5 The logarithmic derivative of the intensity,

L(ν) =
dI

dν
/I '

∑
j

−2(ν − νj)
(ν − νj)2 + V 2

0

, (6.13)

has extremes of amplitude

L = ±1/|V0| at ν = νj ∓ |V0| . (6.14)

This is illustrated in Fig. 6.6(b) for one model Lorentzian peak. If the different peaks are widely
spaced, L is thus insensitive to the amplitudes. If the peaks lie close to each other, L retains
some sensitivity. A direct comparison of the L functions of two spectra has the problem that
the L function diverges if the intensity goes to zero, i.e., zeroes in the intensities gain too
much emphasis. Instead, Pendry suggested to use the Y -function as defined in Eq. 6.10 for
the comparison as it gives similar weights to zeroes and peaks in the spectra. If L = ±1/|V0|,
i.e., if ν = νj ∓ |V0|, Y becomes Y = ±1/2|V0| as illustrated in Fig. 6.6(c) for the example of a
Lorentzian peak.

In this chapter, we use the Pendry R-factor to compare the wavenumber region between 1000
and 1800 cm−1 as this is the region considered by the experiments.

5In the experimental IRMPD spectrum the natural bandwidth is further broadened by mechanisms such as the multiple-
photon absorption process and the finite bandwidth of the laser, which will be explained in Section 7.1.2. Thus, a
Lorentzian peak shape is not necessarily the best shape to use, but sufficient for what is needed here.



90 IR spectra from ab initio MD

6.2.1 RIGID SHIFTS ALONG THE WAVENUMBER AXIS

Vibrational frequencies calculated in the harmonic approximation usually overestimate the
experimental values, due to the neglect of anharmonicity and inaccuracies of the theoretical
approach[339]. This is commonly accounted for by employing scaling factors for the theoretical
spectra, which depend on the wavenumber region, but also on the density-functional approxi-
mation used[340]. When including anharmonicity in the theoretical spectra by calculating them
from ab initio MD simulations, rigid (but not variable) shifts still occur between theory and
experiment[17, 303, 338]. These are most probably due to systematic mode softening caused by
the generalized gradient approximation (GGA) functional and by the neglect of nuclear quan-
tum effects[17]. For this reason, the Pendry R-factor between the experimental and theoretical
spectrum is normally calculated including the rigid shift ∆ of the theoretical spectrum along
the wavenumber axis that yields the best agreement with experiment. In this chapter, we only
compare theoretical spectra to theoretical spectra, which is why we do not include a rigid shift
here.

6.2.2 CALCULATION OF IR SPECTRA

We now turn to the calculation of IR spectra from ab initio MD simulations. As a benchmark
system, we again use the peptide Ac-Ala4-Lys(H+). As mentioned earlier in this chapter, for
this system, a conformational search based on DFT (PBE+vdW functional) has been previously
performed by Rossi and co-workers[17, 28]. In their analysis, all structures were sorted into
conformational families according to their hydrogen-bonding connection pattern.6 The lowest-
energy member of each family was chosen as the representative of each family. We here
concentrate on the lowest-energy family with its representative depicted in Fig. 6.1. The IR
spectra are based on simulations of this conformational family in the NVE ensemble using
the PBE+vdW functional. Prior to the NVE run, the peptides are equilibrated at 300 K by
performing thermostatted runs at this target temperature for at least 3 ps. During the NVE runs
the instantaneous kinetic temperature (see Eq. 4.9) thus oscillates around 300 K as illustrated
in Fig. 6.5. All calculations are performed using tight computational settings (cf. Section 3.6).
As explained in Section 5.3, we calculate the IR spectra by taking the Fourier transform of the
dipole time-derivative autocorrelation function as given in Eq. 5.47. For this purpose, the time
derivative of the dipole is calculated from finite differences. From an MD simulation consisting
of N time steps, we thus obtain N − 1 values for µ̇ due to the finite difference evaluation of the
time derivative. All of these N − 1 times can be used as time zero to compute the average in
〈µ̇(0) · µ̇(t)〉. For t = 0, 〈µ̇(0) · µ̇(0)〉 will be the average of N − 1 data points. For t = 1 there
will be only N − 2 possibilities of µ̇(0) · µ̇(1) and so on. The available statistics decreases with
time t. For µ̇(0) · µ̇(N − 1) there will be only one data point available. In order to reduce the
noise that this decrease in statistics produces, we cut the autocorrelation function after t = N/2.
The autocorrelation function is then padded with zeroes to increase the resolution of the Fourier
transform. One example is illustrated in Fig. 6.7(a), which shows 〈µ̇(0) · µ̇(t)〉 obtained from a
40 ps NVE run with 〈T 〉 = 300 K for Ac-Ala4-Lys(H+) (cf. Fig. 6.5). The autocorrelation function
is cut after half the time (20 ps) and then padded with zeroes. It does not decay to zero perfectly

6A hydrogen bond was considered to be present if the distance between a hydrogen atom and an acceptor oxygen was
less than 2.5 Å.
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Figure 6.7: (a) Normalized dipole time-derivative autocorrelation function obtained from a 40 ps NVE run
with 〈T 〉 = 300 K for Ac-Ala4-Lys(H+) and (b) multiplied by a triangular windowing function.

(this would only happen after much longer simulation times), which produces noise when
calculating the Fourier transform. This is a well-known problem in signal processing and solved
by the help of so-called windowing functions. We here multiply the autocorrelation function by
a triangular windowing function as illustrated in Fig. 6.7(b) (see also the PhD thesis of Mariana
Rossi[17] for other windowing functions).

6.2.3 INFLUENCE OF THE CONVOLUTION

The top panel of Fig. 6.8 shows the result of the raw Fourier transform of the dipole time-
derivative autocorrelation function for the NVE run at 〈T 〉 = 300 K of 40 ps length discussed in
the previous subsection (cf. Fig. 6.7 and Fig. 6.5). The Pendry R-factor is sensitive to small kinks
in the spectra and the raw Fourier transform is very noisy. To smooth it, we convolute the raw
spectrum with a Gaussian

g(x) =
1

σ
√

2π
exp

(
− x2

2σ2

)
. (6.15)

The other reason for the convolution is that we normally aim at a comparison with experimental
data (although for the test system Ac-Ala4-Lys(H+) , we do not have experimental IR spectra
available). In experiment, the peaks are broadened by the multiple-photon absorption process,
but also due to the finite bandwidth of the laser (see Section 7.1.2). The full width at half
maximum (FWHM) of the laser is about 1–2% of the wavenumber[341–343], corresponding
to a σ = 0.004–0.008 times the wavenumber. For this reason, we convolute the spectra with a
Gaussian with a variable width depending on the wavenumber. Apart from the raw spectrum,
Fig. 6.8 also shows the spectra with convolutions between σ = 0.001 · ν and σ = 0.1 · ν. We
use a convolution of σ = 0.005 · ν for the rest of our benchmarks as the spectrum still retains
the important features and is sufficiently smooth. Of course, σ = 0.003 · ν retains a bit more
resolution. However, close to 1000 cm−1 is is still quite wiggly and, as we shall see in Chapters 9
and 12, we found σ = 0.005 · ν to give similar resolution to that obtained in experiment.



92 IR spectra from ab initio MD

N
or
m
al
iz
ed

IR
In
te
ns
ity

1000 1200 1400 1600 1800
Wavenumber (cm

-1
)

raw

σ=0.001ν

σ=0.003ν

σ=0.005ν

σ=0.007ν

σ=0.010ν

Figure 6.8: Spectrum of Ac-Ala4-Lys(H+) after convolution with a Gaussian of different variable width σ.
The spectrum was obtained from an NVE run of 40 ps length with a time step of 1 fs and 〈T 〉 = 300 K.
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6.3 CONVERGENCE OF SPECTRA AND SENSITIVITY FOR

DIFFERENT CONFORMERS

As a next step, we analyze the convergence of the theoretical spectrum of the lowest-energy
conformational family of Ac-Ala4-Lys(H+) with increasing simulation time. Fig. 6.9a) shows
the spectra obtained from simulations of 5, 15, 25, 35, and 40 ps length using a time step of
0.75 fs. Using the spectrum obtained after 40 ps as the reference, we calculated the Pendry
R-factors of all other spectra. While the spectrum obtained after 5 ps has an R-factor of 0.20,
the spectrum after 35 ps deviates only very little with an R-factor of 0.01. Already after 25 ps
the peaks look rather converged, which is confirmed by an R-factor of 0.04. In order to analyze
the local structural stability of the peptide during the MD run, we plot the evolution of the
hydrogen-bonding network with simulation time in Fig. 6.9b). Essentially, it does not change,
but stays stable during the run.

In order to calculate the Pendry R-factor one has to choose a reasonable value for V0, the
approximate half widths of the peaks. We here use 10 cm−1, which is the value used throughout
this thesis. A Gaussian function with a variable broadening of about σ = 0.005 · ν has peak
widths of about 5-10 cm−1 between 1000 and 2000 cm−1, i.e., choosing V0 of that order should
provide a good estimate. In fact, the R-factor is rather insensitive to this quantity (see Ref. [17]).
We demonstrate this based on one example in Fig. 6.10, where we calculate the R-factor between
two spectra using different values for V0.

As discussed in Section 5.3, we assume our peptide simulations to be ergodic, i.e., it should
not matter if the dipole time autocorrelation function is averaged over the ensemble or over
time. To assess this, we performed several shorter (10 ps) simulations initialized from different
starting points. These starting points differ in their exact geometry and their velocities, but all
of them belong to the same H-bonding family. We then averaged the autocorrelation functions
obtained from the different runs before calculating the IR spectrum. The IR spectra obtained
from one, four, eight, and twelve runs, respectively, are shown in Fig. 6.11a). In the same figure,
the corresponding R-factors are given, taking the spectrum obtained from twelve runs (12x10 ps)
as the reference. After four runs, the spectrum is rather converged with an R-factor of less than
0.1. The IR spectrum derived from a single trajectory depicted in Fig. 6.11a) has an R-factor of
0.18. This is only one example with the R-factors of the IR spectra corresponding to the other
eleven single trajectories vary between 0.14 and 0.23.

For a direct comparison, we also show the spectrum obtained from one 25 ps long simulation
in Fig. 6.11b) again (labelled as 1x25 ps). The R-factor with respect to the 12x10 ps spectrum is
0.10, which is rather small. From a visual comparison the peak positions also match well. The
main difference is that for the 1x25 ps spectrum the amide I band is split, while for the 12x10 ps
it is not. Given the good agreement of the two spectra, we conclude that in order to calculate
the spectrum of a single conformational family one long (25 ps) MD run should yield decent
results. This is also confirmed by observations made for IR spectra derived from force-field MD
simulations for the helical peptide Ac-Ala19-Lys(H+). Taking the spectrum derived from an
NVE trajectory of 1 ns lengths as a reference, we see that after 25 ps the spectrum is essentially
converged with RP = 0.07 (see Appendix A.1).

It is now important to see how the spectrum of a different conformational family compares to
this. For this, we chose the second lowest-energy hydrogen-bonding family from the search by
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Figure 6.9: a) Convergence of the spectrum for Ac-Ala4-Lys(H+) with the time of the MD trajectory
(PBE+vdW, microcanonical ensemble with 〈T 〉 = 300 K). The spectrum is calculated using a time step
of 0.75 fs. The spectrum obtained after 40 ps is taken as the reference for the calculation of the R-factors
with the spectra obtained after intermediate simulation times. The spectra are not shifted. Dotted lines
serve as a guide to the eye for the peaks of the reference spectrum. b) Hydrogen-bond network evolution
with simulation time. Each graph represents the hydrogen-bonding connection for the given oxygen atom.
O(Ac) is the oxygen of the acetyl, while O(i) specifies the carbonyl oxygen of the corresponding alanine
residue i. The color of the bar denotes the type of hydrogen bond that is formed, namely 310-helical (blue),
α-helical (red), a hydrogen bond to the N-terminal lysine NH+

3 group (brown), or ”other” (pink).
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Figure 6.10: Plot of the PendryR-factor as a function of V0 demonstrating that the choice of V0 has minimal
influence on RP. The R-factor is calculated between the two spectra obtained after 5 ps and 40 ps of
simulation time from Fig. 6.9a).

Rossi and co-workers[17, 28] with its structure representative depicted next to Fig. 6.11c). The
energy difference to the structure representative of family 1, which is depicted next to Fig. 6.11a),
is ∆E = 10 meV. In family 1, the carbonyl oxygen atoms of the alanine residues 1, 3, and 4 are
hydrogen bonded to the lysine NH+

3 group, while in family 2 it binds to the acetyl oxygen and
the carbonyl oxygens of alanine residues 2 and 4. Furthermore, the carbonyl oxygen of the first
alanine residue is hydrogen-bonded to the nitrogen atom of the fourth alanine residue. These
differences in the conformation of family 1 and 2 are also reflected in their IR spectra. The IR
spectrum of family 2 has, compared to the reference spectrum of family 1 [Fig. 6.11(a)], a Pendry
R-factor of 0.35. Most importantly, this is significantly higher than the R-factor between the
(1x25 ps)- and the (12x10 ps)-spectrum for family 1 (RP = 0.1). Also in a visual comparison the
spectra from family 1 and 2 are different. This can be seen in Fig. 6.11 by the vertical lines drawn
into the spectra as a guide to the eye, highlighting the peak positions of the reference spectrum
for family 1. In summary, the differences between the spectra of the two families are thus both
manifested in the comparison based on the Pendry R-factor and on a visual impression.

6.4 COMPARISON OF DIFFERENT TIME STEPS

Another issue to be addressed is the time step of the simulation. The smaller the time step, the
more accurate the simulation will be. However, with a smaller time step one needs more steps
to achieve a given target MD simulation time, which is computationally more expensive. In
order to compare the influence of the time step on the IR spectra, we calculated IR spectra from
NVE simulations of 25 ps length using a time step of 1 fs, 0.75 fs and 0.5 fs. Figure 6.12 illustrates
all three spectra together with their R-factors with reference to the spectrum obtained from the
simulation with 0.5 fs. The R-factors are 0.18 for a time step of 1 fs and 0.15 for a time step of
0.75 fs. This is a reasonable agreement considering that the spectra obtained from one 25 ps
and after 12 runs of 10 ps length have an R-factor of the same order (RP = 0.1). Also the peak
positions as indicated by the dotted lines in Fig. 6.12 match rather well. However, the amide-I
peak (at around 1650 cm−1) is split for the spectrum obtained from the simulation with time
steps of 0.75 fs and 0.5 fs. In the case of the spectrum based on a 0.5 fs time step also the amide-II
peak at around 1470 cm−1 is split compared to the spectrum obtained from simulations with
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Figure 6.11: a) IR spectra obtained from the dipole time autocorrelation function after averaging over
several ab initio MD runs of 10 ps length (microcanonical ensemble, PBE+vdW, 〈T 〉 =300 K). All spectra
refer to the conformational family 1 illustrated at the right side of the plot, which is the same family that
was used for all previous tests. The differences between the spectra are quantified based on the Pendry
reliability factor. b) IR spectrum derived from a single 25 ps long MD run. c) IR spectrum for a second
family 2 depicted next to the plot. The spectra are not shifted. Vertical lines serve as a guide to the eye to
illustrate the peak positions of the reference spectrum for family 1. The time step used was 0.75 fs in all
cases.
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Figure 6.12: IR spectra obtained from 25 ps ab initio MD runs using different time steps (microcanonical
ensemble, PBE+vdW, 〈T 〉 = 300 K). The differences between the spectra are quantified based on the Pendry
reliability factor. The spectra are not shifted.

time steps of 0.75 fs and 1.0 fs time steps. However, the minimum between the split peaks always
lies directly on top of the non-split peaks. A clear reason why the peaks are split or not cannot
be given. It might be an artifact of the time step. On the other hand, it might also be a problem
of the level of convergence achieved – for instance, the amide I band of the spectrum for a time
step of 0.75 fs obtained from 12x10 ps is not split while the one obtained from a single run of
25 ps length is split (cf. Fig. 6.11).

6.5 SUMMARY

In this chapter, we performed a series of benchmark tests for the calculation of IR spectra from ab
initio MD simulations. As a model system we used the alanine-based peptide Ac-Ala4-Lys(H+).
In the first step, we tested different SCF accuracy settings and wave-function extrapolation
schemes. We found that the drift in the total energy is small enough for accuracy settings 2
(see Tab. 6.1), i.e., if the volume-integrated root-mean square change of the charge density is
less than 10−5 electrons, the sum of eigenvalues is converged up to 10−4 eV, the total energy up
to 10−6 eV and the forces up to 5 · 10−4 eV/Å. We have shown how it is possible to judge the
agreement between two spectra employing a quantitative measure of agreement, namely the
Pendry reliability factor[337]. Based on comparisons using the Pendry R-factor and also visual
impression, we investigated the convergence of the IR spectra for a single conformational family
for increasing simulation times. We found that after about 25 ps the peaks should be sufficiently
converged. Moreover, we calculated the IR spectrum based on the average of the autocorrelation
function over an increasing number of shorter (10 ps) simulation runs. The R-factor between the
IR spectrum obtained from 12x10 ps runs, i.e., 120 ps in total, and from one single run of 25 ps
length is very small (RP = 0.1). It should thus yield decent results to calculate the IR spectrum
from one long (25 ps) run. Moreover, we see that the R-factor of the IR spectrum for a different
conformational family is significantly higher, namely RP = 0.35.





7 PROTEINS AND PEPTIDES IN THE GAS

PHASE

In the present thesis, we study unsolvated alanine-based peptides. For this reason, we here
give a short account on the motivation for gas-phase studies of peptides and proteins and
the experimental techniques relevant to this thesis. We further present an overview of the
work on alanine-based peptides in the literature with a particular focus on gas-phase studies.
Specifically, we deal with the peptides Ac-Ala19-Lys + H+ and Ac-Lys-Ala19 + H+ in this thesis.
In Section 7.3, thus, a detailed account on previous work on this peptide system is given, which
is intended as a motivation and an introduction to Chapter 8, where the actual results from this
work are presented.

Naturally, proteins and peptides occur and are active in aqueous solution. Thus, the gas phase
is not an obvious environment in which to study their properties[344]. Both intermolecular
(e.g., peptide-water) and intramolecular interactions act together and influence the structure
and function of peptides. In this respect, gas-phase studies can be understood as a “reductionist”
approach, aiming at a more thorough understanding of the intramolecular interactions when the
solvent is stripped away[345]. Investigating the isolated peptide enables a direct assessment of its
intrinsic features. Complementary, the gas phase also allows to study solvation effects in a precise
way as it is possible, e.g., to examine peptides attached to a single (or more) water molecules
(“microsolvation”)[289, 346–348]. In this way, the hydration process can be studied in a stepwise
fashion as a function of water molecules adsorbed. Gas-phase studies can address questions such
as[345]: What role do the intramolecular interactions play for structure formation in proteins
and peptides and what part does the solvent play? Is the folded structure preserved under
conditions that differ from the natural (solvated) environment, i.e., how (much) does the solution
structure change in the gas phase? Knowledge of the latter can offer valuable information about
how robust protein and peptide structure is against changes of the environment. Furthermore, it
is possible to choose sizes of isolated systems small enough so that they can be treated on a fully
first-principles level[17, 289, 349], which facilitates accurate theory-experiment benchmarks. Due
to the development of suitable experimental techniques (see the following section), the last two
decades have seen an increasing interest in gas-phase studies[27, 303, 312, 344, 345, 348–356].

7.1 EXPERIMENTAL TECHNIQUES

In order to study biomolecules under isolated conditions, they have to be transferred into the gas
phase first. However, proteins and peptides are non-volatile, i.e., they do not evaporate easily.
Evaporation techniques involving heat most often lead to decomposition of the biomolecule
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necessitating special ”softer” vaporization techniques. Pulsed laser desorption methods, e.g., can
be used for this, but are limited to rather small biomolecules (1 kDa1)[350]. A major breakthrough
in this respect was the development of electrospray ionization (ESI)[357].2 This technique
allowed J. B. Fenn and his co-workers to transfer molecules with weights of 130 kDa into the gas
phase without decomposition, thereby extending the realm of mass spectrometry from small
and medium-sized molecules to large molecules. For his work, John B. Fenn was awarded the
Nobel Prize in 2002. In ESI, a solution containing the protein of interest is pumped through a
thin metal capillary, which is kept at a high voltage (typically several kV). Depending on the
polarity of this voltage, positive or negative ions can be produced, respectively. At the end of the
capillary the solution is transformed into a fine spray of charged droplets. The solvent molecules
in the droplets evaporate aided by an inert nebulizing gas (e.g., N2) until the size of the droplet
reaches the so-called Rayleigh limit[352]. At this point, Coulombic repulsion of the charges
within the droplet overcomes the surface tension, which results in fission of the droplet. The
resulting smaller droplets undergo the same process iteratively, until finally gas-phase ions are
formed. However, the final process of how the gas-phase ions are ultimately produced is not
completely understood and two different models exists[360, 361]. A more detailed explanation
can be found, e.g., in Ref. [352].

In the following, we shall introduce several experimental methods that can be used to
investigate the properties of vapor-phase ions. For this, we concentrate on the techniques
relevant to this thesis. All those experimental set-ups are coupled to a mass spectrometer used
to separate the gas-phase ions according to their mass over charge ratio.

7.1.1 ION-MOBILITY MASS-SPECTROMETRY (IM-MS)

Insight about the structure of the vapor-phase ions can be gained by ion mobility-mass spectrom-
etry (IM-MS)[362]. In this technique, the peptide ions are guided through a drift tube filled with
a buffer gas (typically He) under the influence of a weak electric field. The arrival time at the
end of the tube depends on the average collision cross section (CCS) with the buffer gas, which
is inherently linked to the overall structure. Peptide ions that adopt a compact conformation
encounter less collisions than more extended (e.g., helical) structures and thus travel faster
through the drift tube. The larger the average CCS, the more collisions the peptide ion will
undergo and the later it will reach the end of the tube. This way, IM-MS is able to separate ions
according to their structure. The most simple experimental setup consists of an (electrospray)
source and a drift tube, which is linked to a mass spectrometer and finally a detector[350]. At
the detector, the arrival time distribution (ATD) of the mass-selected ions is measured. The CCS,
Ω, can be inferred from the arrival time via[26, 363, 364]:

Ω =
(18π)1/2

16

(
1

m
+

1

mb

)1/2
ze

(kBT )1/2

tDE

Lρ
, (7.1)

where L denotes the length of the drift tube, E is the electric field and tD is the drift time. The
charge of the ion is denoted by ze and m and mb are the masses of the ion and the buffer gas

11 Da=1 amu
2Another important vaporization technique is matrix-assisted laser desorption/ionization (MALDI)[358, 359]. However,

the experiments to which we compare our theoretical results in this thesis employed ESI, which is why we focus on the
explanation of this technique here.
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atoms, respectively. The parameter ρ is the number density of the buffer gas. These measured
CCSs can be compared to calculated CCSs for specific conformations of the peptide ion in order
to deduce structural information. The calculation of CCSs for a given molecular geometry is
explained in Section 7.1.1.1.

7.1.1.1 CALCULATION OF COLLISION CROSS SECTIONS

In order to calculate the average CCS of a molecule, the following orientationally-averaged
collision integral has to be evaluated[363, 365]:

Ω(T ) = k

∫ ∞
0

dε

∫ π

0

dα f(ε, T )σ(ε, α)(1− cos(α)) , (7.2)

where k denotes a normalization constant. The angle α describes the scattering angle, i.e., the
angle between the velocity vector before and after a scattering process between the molecule
and a buffer gas atom. The integral averages over all possible kinetic energies ε, where f(ε, T ) is
the probability density of the kinetic energy, and over all possible scattering angles α, where
σ(ε, α) describes the probability density of a specific scattering angle given a kinetic energy ε. In
fact, σ(ε, α) is difficult to evaluate as it has to be averaged over all possible collision geometries.
For the collision of two hard spheres with radii r1 and r2 the cross section (Eq. 7.2) becomes
Ω = π(r1 + r2)2. In the case of real molecules, however, it has to be evaluated numerically. The
most direct approach to solve the problem is to calculate molecular dynamics (MD) trajectories of
the peptide guided by the underlying scattering potential. From such a simulation the scattering
angle can be directly inferred. The cross section can then be obtained by averaging over a
sufficiently large amount of collision geometries. In the trajectory method (TJM) model by
Jarrold and co-workers[366, 367] this ansatz is implemented by approximating the scattering
potential by a sum of two-body potentials that include a Lennard-Jones term and ion-induced
dipole interactions. The latter term accounts for the interaction between the charge of the atom
in the peptide ion and the dipole that it induces in the helium buffer gas atom. The parameters
of this model potential are fitted to experimental values and the method is implemented in the
MOBCAL program[368], which is used in this thesis. For very large systems the TJM model
becomes computationally very expensive (approx. 105 trajectories are needed to reach converged
results for the cross sections). In this case, the scattering potential is often approximated by a
sum of hard-sphere potentials, which is referred to as exact hard-sphere scattering (EHSS)[369].
For the EHSS calculations performed in this thesis we used a self-written program by Gert von
Helden working in the Molecular Physics Department of the Fritz Haber Institute. Another
approach to obtain the average cross section is the projection approximation (PA)[364]. Here, the
problem of evaluating the orientationally-averaged collision integral (Eq. 7.2) is simplified to
the calculation of two-body collision integrals. These two-body collision integrals between a
buffer-gas (helium) atom and each atom of the peptide ion are evaluated based on a potential
that includes a Lennard-Jones term and ion-induced dipole interactions [(12,6,4)-potential]. The
values for these integrals are tabulated and can be found in Ref. [370]. Based on the collision
integral Ω one can define a collision radius in analogy to a hard sphere problem as

Rcoll =

√
Ω

π
(7.3)
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for each atom in the peptide ion. The strategy to calculate the total cross section is as follows.
Based on the structure of the peptide ion, a sphere is drawn around the position of each atom,
with a radius corresponding to the respective Rcoll. Then, this three-dimensional collection of
spheres is perpendicularly projected onto a random plane in space. The area that this projection
amounts to is the cross section corresponding to this specific plane. In order to calculate the
projection area, circles are drawn on the plane corresponding to the shadow that each sphere
casts. Then, a quadratic area A is selected, which covers all circles, i.e., the whole projection.
Randomly, points on the area A are chosen. If a specific point lies within one or more circles it is
counted as a hit, otherwise as a miss. In the end, the fraction of number of hits over the number
of tries multiplied with the size of area A yields the projection area, i.e., the cross section for the
chosen plane. These steps are repeated for further randomly chosen planes until the average of
the cross section converges within given error limits[364]. In this thesis, we use the PA method
as implemented in the program distributed with Ref. [364].

7.1.2 GAS-PHASE SPECTROSCOPY

As discussed in Section 5.2, infrared (IR) spectroscopy can yield valuable information about the
structure of peptides. However, due to the low density of mass-selected ions in the gas phase,
it is not possible to use absorption spectroscopy techniques to record the IR spectrum. One
possibility is to resort to so-called action spectroscopy methods. Here, not the intensity reduction
of the incoming photon beam due to absorption of photons by the ions is measured, but the
response of the ions to the absorption of the photons. This can be, for instance, photon or electron
emission, or the fragmentation of the ion[355, 371].

7.1.2.1 INFRARED MULTIPHOTON DISSOCIATION (IRMPD)

The absorption of many photons can lead to a dissociation of the peptide ion if an IR-active
resonance frequency of the ion is hit. By measuring the fragmentation (or the depletion of
the parent signal) using a mass spectrometer the IR spectra of mass-selected gas-phase ions
can be reconstructed. This technique goes by the name of infrared multiphoton dissociation
(IRMPD). For the interested reader, an extensive review of IRMPD spectroscopy can be found in
Ref. [371]. For IRMPD spectroscopy, the laser has to meet two important requirements. First, it
has to be sufficiently tunable in the IR range. Secondly, it has to have a sufficiently high power
to enable action spectroscopy. For these purposes free-electron lasers (FELs) prove to work
well[371]. The first IRMPD spectrum recorded with a FEL was published in 2000 by Oomens et
al.[372]. As mentioned earlier, the IRMPD mechanism relies on the fragmentation of the ion after
absorbing 50-100 photons. Obviously, it is not a priori clear that this technique leads to spectra
that are comparable to single-photon absorption spectra. If the laser is resonant with a normal
mode frequency of the molecular ion, the first photon will transfer the molecular ion from its
vibrational ground state to its first excited vibrational state. In a harmonic picture, all energy
levels are equidistant. Thus, the second photon would transfer the ion to its second vibrational
state and so on. The molecular ion would climb the vibrational energy ladder by subsequently
absorbing photons of the same frequency. However, the potential is not harmonic. Due to
anharmonicities, the energy differences between the vibrational levels are not equidistant. After
a few photons, the laser would already be out of resonance, hindering the absorption of more
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photons. This is called the anharmonicity bottleneck[371]. However, if the molecule is sufficiently
large and thus, has a large density of states, intramolecular vibrational redistribution (IVR)[373]
can occur. By this process, the energy of the absorbed photon is distributed over the bath of
vibrational states mediated through anharmonic coupling. This ensures that the molecular
ion absorbs each photon at the same vibrational (ground-state) level. After the absorption of
typically 50-100 photons the energy crosses the dissociation threshold and the molecular ion
fragments. In this way IR spectra that are similar to single-photon absorption spectra can be
obtained. However, the multiple-photon absorption process can lead to a broadening of the
bands and affect relative band intensities[355, 371]. The finite bandwidth of the excitation laser
leads to a further broadening of the bands. The experimental IRMPD spectra presented in this
thesis were recorded at the Free Electron Laser for Infrared eXperiments (FELIX) facility in the
Netherlands[374]. The bandwidth [full width at half maximum (FWHM)] of this laser is about
1-2% of the corresponding wavenumber[341–343]). If not stated otherwise, the measurements
were performed by Stephan Warnke, Kevin Pagel, Frank Filsinger, Peter Kupser, and Gert von
Helden from the Molecular Physics Department in the Fritz Haber Institute, Berlin.

7.1.2.2 MESSENGER TECHNIQUE

Another variant of action spectroscopy is the so-called messenger technique[375], where the ion
to be studied is tagged by a rare-gas atom. As the rare-gas atom is assumed to be only very
weakly bound to the ion through van der Waals (vdW) interactions, it should not (significantly)
influence the structure of the ion. For the same reason, one single photon is sufficient to dissociate
the complex. This enables the measurement of the single-photon IR spectrum of the ion, as the
dissociation can be detected with a mass-spectrometer. However, such measurements can only
be performed at rather low temperatures as otherwise the complex is not stable.

7.1.2.3 IR-UV DOUBLE RESONANCE

Another technique used for the spectroscopy of biomolecular ions in the gas phase is infrared-
ultraviolet (IR-UV) double resonance[349, 356]. The advantage of double-resonance techniques
is that they enable the measurement of isomer-selected spectra. One strategy is to employ a
peptide sequence containing a UV chromophore, e.g., phenylalanine, tyrosine, or tryptophan
residues. The UV spectrum can be measured by photo-fragmentation, as normally a fraction
of the peptide ions elevated by a UV photon to an excited electronic state will dissociate (if
an appropriate system is chosen, see Ref. [356] for a discussion). The conformer-selective IR
spectrum is then measured in the following way. First, the UV spectrum of the ions is recorded,
which may give information about conformer-specific peaks[250, 251, 356]. One can then fix
the UV laser at a certain frequency, where the spectrum shows a resonance, which corresponds
to the electronic excitation of a specific conformer. Typically 200 ns[356] before the UV photo-
fragmentation signal is measured, an IR laser pulse is fired at the ions. If the IR frequency is in
resonance with an IR-active vibrational transition of the UV-selected conformer, the vibrational
ground state population will be depleted. This will show as a dip in the UV photo-fragmentation
signal. The IR spectrum can then be reconstructed by scanning the IR laser through the IR range.
Of course, this approach is only possible if the ions in the vibrationally excited state do not
absorb UV photons at the same frequency (or at least at a lower efficiency) as the ions in the
ground state.
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7.2 ALANINE-BASED PEPTIDES AND HELIX FORMATION

The work presented in this thesis focuses on isolated polyalanine-based peptides. Polyalanine
has been used much as a model system to investigate secondary-structure formation in peptides,
in particular helices. There is also an increasing amount of studies on the properties of these
peptides in the gas phase. In order to put the work performed here into context, in this section
we give a short overview of the field (with special regard to gas-phase studies).

The α-helix is the most prominent secondary-structure building block with about one third of
the amino acids in natural proteins being involved in this structural motif[376]. Crystal structures
of proteins, which have been extensively studied since the late 1950’s[377], revealed that the
frequency of occurrence of the different amino acids in α-helices is not distributed equally[378–
381]. For instance, alanine is found frequently in helical segments, while glycine is only rarely
present. On average, an α-helix in natural proteins comprises eleven residues[382]. However,
initial experiments in the late 1960’s on short fragments from helical regions of proteins (less
than 20 amino acids) did not show helix formation[382–384]. This was in agreement with studies
by Scheraga and co-workers. Based on helix-coil transition curves of random copolymers3,
their work indicated that short peptides should not form helices[385–387]. This finding led to
the assumption that helices could not serve as independent structure elements during protein
folding. However, in 1982, Baldwin and co-workers[388], following up on work by Brown and
Klee[389], proved helix formation in a 13-residue peptide extracted from the protein ribonuclease
A. Thus, this work showed that helices can serve as folding intermediates after all, triggering a
renewed interest in the investigation of stabilizing mechanisms of helices.

In 1987, Marqusee and Baldwin[390] demonstrated the first formation of an α-helix in a
designed peptide in water.4 Their peptides of choice were alanine based with glutamic and
lysine residues inserted for reasons of solubility. They rationalized the helix formation in these
peptides by charge-charge interactions of the side chains of the negatively charged glutamic
acid and the positively charged lysine. To test for helix formation when stabilizing side chain
interactions are absent, Baldwin and co-workers[391] investigated alanine-based peptides with
only either glutamic or lysine residues inserted. The occurrence of helices in these peptides let
them deduce that alanine itself has a high helix-forming potential, which was also confirmed
in follow-up studies[382, 392]. In fact, even in peptides with 13 consecutive alanine residues,
α-helices were found[393] revealing alanine to be a true intrinsic helix former. Many studies were
carried out determining the intrinsic helical tendencies of the different amino acids in solution
(helix propensities)[394–398]. All agree that alanine has the highest (or at least a very high) helix
propensity. This may be explained by its small side chain (CH3 group) so that, compared to
other amino acids, the loss in side-chain entropy due to helix formation is smaller[399, 400]. The
amino acid with the lowest helix propensity is glycine[395] having no side chain at all (only a
hydrogen atom, see Fig. 2.3). This can be understood by a different line of reasoning. Due to
the non-existing side chain, glycine has a larger conformational freedom in the non-helical state
than the other amino acids, leading to a larger entropic destabilization of the helical state[399].

Apart from the intrinsic helix propensities of the amino acids, the interactions between

3A copolymer is a polymer that consists of two different monomer units. Scheraga and co-workers used hydroxybutyl-
or hydroxypropyl-glutamine as the ”host” residue and then built copolymers of the chosen host residue with any of the
20 amino acids in turn (referred to as ”guest” residue).
4In the literature, the design of artificial peptide sequences is frequently referred to as de novo design.
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different amino acids also play a role in helix formation. As mentioned above, interactions of
charged side chains can stabilize helices[388, 390]. Another important influencing factor are
helix dipole-charge interactions[39, 392, 397, 401, 402]. As discussed in Chapter 2, the peptide
units exhibit a dipole of approximately 3.5 Debye[39]. In the α-helix, about 97% of the dipole
moment of the peptide units point along the helical axis[403] leading to a dipole of the helix that
amounts to about 3.5 Debye times the number of residues involved. The direction of this dipole
points from the C- to the N-terminus, i.e., there is a net negative charge at the C-terminus and a
net positive charge at the N-terminus. Hence, positively charged residues at the C-terminus or
negatively charged residues at the N-terminus stabilize helices[404]. On the other hand, charges
close to the pole with the same sign of the dipole charge lead to a destabilization. This is in
agreement with the frequency of occurrence of charged residues found at the termini of helices
in natural proteins[405]. Negatively charged residues are indeed often found at the N-terminus
of helices, while positively charged residues occur more at the C-terminus.

Ooi and co-workers[406, 407] investigated the importance of charge-helix dipole interactions
for helix stability. They designed different types of peptides that each consisted of two blocks of
20 amino acids. In the first case the two blocks were formed by alanine (Ala20) and glutamic
acid (Glu20) and in the second case they were formed by alanine (Ala20) and lysine (Lys20). For
each set of blocks they designed two peptides – one where the block of charged residues was
attached to the N-terminus of the alanine block and one where it was attached at the C-terminus
of the alanine sequence (Glu20: negatively charged, Lys20: positively charged). They observed
stabilization of the polyalanine helix when the charged block was located at the helix pole with
opposite charge (Ala20-Lys20-Phe, Glu20-Ala20-Phe) and destabilization when the charged block
was close to the pole with equal sign of charge (Lys20-Ala20-Phe, Ala20-Glu20-Phe).5

In fact, in a landmark experiment from 1998, Jarrold and co-workers[25] could show that a
protonated lysine residue incorporated at the C-terminus of a polyalanine sequence enables the
formation of stable α-helices in the gas phase. In particular, positively charged peptides of the
form Ac-Alan-Lys(H+) with n = 5 . . . 19 were studied using IM-MS[408, 409]. The N-terminus of
these peptides was capped with an acetyl group (Ac) so that the amine group of the lysine side
chain becomes the preferred protonation site[26]. The stabilization of the helical structure by the
protonated lysine residue arises from two factors. As illustrated in Fig. 7.1, for Ac-Ala19-Lys(H+)
the positive charge located at the lysine residue interacts electrostatically favorably with the helix
dipole. Furthermore, in an ideal α-helix the four backbone carbonyl oxygens at the C-terminal
end of the helix are not involved in hydrogen bonds. Due to its flexible side chain, the protonated
lysine amine group is able to cap them, which thus stabilizes the helical structure. In Fig. 7.1, e.g.,
the protonated lysine amine group coordinates to three of the four dangling backbone carbonyl
groups. Based on the comparison between measured and calculated CCSs obtained from force-
field MD simulations, it was concluded that Ac-Alan-Lys(H+) with n ≥ 7 forms helices in the
gas phase at room temperature. Following up on that, Jarrold and co-workers performed many
further studies of polyalanine-based peptides in the gas phase[26, 27, 346, 347, 410–416]. For
the particular example of Ac-Ala15-Lys(H+) they showed that the α-helix is extremely stable
even up to high temperatures[415]. The peptide stays almost completely helical up to 450 ◦C
(725 K), which is its dissociation limit. This is in contrast to α-helices in solution, where peptides
hardly show any helical content at temperatures of 70 ◦C[390, 391]. This extreme stability of

5The phenylalanine (Phe) residue was needed as a marker during the peptide synthesis process.
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Figure 7.1: Helical structure of Ac-Ala19-Lys(H+). The alignment of the peptide units along the helical axis
leads to a helix macrodipole pointing from the C- to the N-terminus indicated by the purple arrow. The
charge located at the lysine residue interacts electrostatically favorable with the helix dipole.

Ac-Ala15-Lys(H+) in the gas phase has recently been confirmed by Tkatchenko et al.[44] based on
first-principles calculations. They employed density-functional theory (DFT) with the PBE[15]
functional corrected for vdW interactions[16] (PBE+vdW, see Section 3.5.3). The results reveal
that accounting for vdW interactions is essential to explain the high-temperature stability of the
helix. Laskin and co-workers even found that Ac-Ala15-Lys(H+) is helical when adsorbed on
self-assembled monolayer (SAM) surfaces[417, 418].

As discussed above, the protonated lysine residue located at the C-terminus of peptides
Ac-Alan-Lys(H+) leads to a stabilization of the α-helix due to favorable interactions of the charge
with the helix dipole. Consequently, helical conformation is destabilized when the lysine is
located at the N-terminus [Ac-Lys(H+)-Alan]. With only small contributions from helices and
helical dimers, Jarrold and co-workers found these peptides to predominantly form compact
globular structures[26, 27]. We will go into this in more detail in Section 7.3.

As mentioned in the beginning of this chapter, in the gas phase, it is possible to investigate
peptides attached to a single or several water molecules (“microhydration”). Using water
adsorption experiments under equilibrium conditions, Jarrold and co-workers studied the
hydration propensities of Ac-Lys(H+)-Ala20 and Ac-Ala20-Lys(H+)[346]. In such experiments
(see also work by Bowers and co-workers[419, 420]), an IM-MS drift-tube apparatus is used,
where a (constant) partial pressure of water vapor is imposed on the tube. By measuring
the intensities of the unsolvated and singly-solvated peptides in the mass spectrometer the
equilibrium constant for the adsorption of the first water molecule can be determined. Jarrold
and co-workers found that the hydration propensity of Ac-Lys(H+)-Ala20 [compact] is higher
than for Ac-Ala20-Lys(H+) [helical][346]. In fact, they did not detect water adsorption for
the helical peptide at all. Based on these findings, in a follow-up study[347] using the same
technique, they estimated the helical onset for the series Ac-Alan-Lys(H+) as a function of n.
Analyzing the water adsorption propensity of Ac-Alan-Lys(H+) versus Ac-Lys(H+)-Alan points
to the conclusion that Ac-Alan-Lys(H+) should at least be helical for n ≥ 8. This is consistent
with results reported by Bowers and co-workers for the same peptide series using the same
technique[419]. Recent work by Chutia et al.[289] for Ac-Ala8-Lys(H+) and Ac-Ala5-Lys(H+)
using a DFT-based analysis indicates that the preferred monohydration site for both peptides
is the lysine amine group. The calculated finite-temperature equilibrium constants for water
adsorption agree well with the experimental values[347, 419]. Moreover, it could be shown
that the difference in water adsorption propensity between Ac-Ala5-Lys(H+) [non-helical] and
Ac-Ala8-Lys(H+) [helical] is mostly due to a small change in the vibrational contribution to the
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free energy (harmonic approximation) leading to a drop in adsorption energy for the helical
structure of about 1 kcal/mol (or 0.04 eV). In order to study the helical onset of Ac-Alan-LysH+

at a first-principles level of theory, Rossi et al.[28] performed conformational searches based on
DFT with the PBE+vdW functional for n = 4-8. Free-energy conformational hierarchies (in the
harmonic oscillator-rigid rotor approximation) indicate that the α-helix is the dominant structure
at 300 K already for n = 6. However, other more compact conformations are still close in energy.
For n = 8, on the other hand, all other conformations are significantly higher in free energy
than the α-helix so that the α-helix should be the only conformation that is observed at room
temperature.

If the N-terminus of the polyalanine peptide is not capped by an acetyl group and no lysine is
incorporated in the sequence, the N-terminal amine group has the highest proton affinity[410].
Thus, the charge in protonated polyalanine (AlanH+) is most probably located at the N-terminus,
which would destabilize helical conformations. Indeed, Jarrold and co-workers observed mostly
compact structures for AlanH+ and GlynH+, n = 3 . . . 20, based on a comparison of measured
and calculated CCSs. The calculations were performed for selected structures obtained from
force-field based MD simulations[410, 414]. The structures are self-solvated globules, i.e., the
peptide chain obtains a conformation that shields (”solvates”) the charge as well as possible.
Similar observations were made by Bowers and co-workers for protonated polyglycine sequences
(GlyH+)[421]. For the larger protonated polyalanine sequences (e.g., n = 17) Jarrold and co-
workers found also small helical regions in the self-solvated globules. Apart from the self-
solvated globules they also found evidence of pure helical structures[414]. As discussed above,
for a helical structure to be stable, the proton needs to be located at the backbone carbonyl groups
close to the C-terminus. This is, however, not the preferred protonation site (which would be
the N-terminal amine group), but this might be overcome by the energetic preference to form a
helix if the peptide is large enough[414]. At elevated temperatures (around 450 K) the helix and
globule rapidly interconvert. As in the helix the proton should be located close to the C-terminus
and in the globule close to the N-terminus, this interconversion of structures indicates a mobility
of the proton, i.e., it is able to move freely along the backbone. When the proton is exchanged
for an alkali metal ion (Li+, Na+, K+, Cs+, Rb+) no globular structures, but only rigid helices
are formed[411, 416]. This is a result of the metal ion coordinating to the C-terminus.

The CCSs obtained by IM-MS measurements give only a measure of the overall shape of the
peptide. As discussed in Section 5.2, a method that should yield higher structural resolution is IR
spectroscopy. IR spectroscopy has been employed by several groups to study neutral peptides in
the gas phase as reviewed in Ref. [349]. For instance, Mons and co-workers performed a series of
studies of small peptides containing only a few residues based on IR-UV spectroscopy[422–429]
(see Section 7.1.2). In a bottom-up approach starting from peptides with only one residue up to
four residues they benchmarked the sensitivity of IR spectra in the NH stretch region (amide
A, see Section 5.2) with special regard to hydrogen bonding. They studied the intrinsic local
conformational preference of the backbone of individual amino acids, the effect of the side chains
and the influence from neighboring residues with special focus on secondary structure. In a
three-residue peptide they demonstrated the presence of a 310-helix in the gas phase[423, 425].
Rizzo and co-workers[250, 251, 356] studied the larger, protonated peptides Ac-Phe-Ala5-LysH+,
Ac-Phe-Ala10-Lys(H+), and Ac-Lys(H+)-Phe-Ala10. The phenylalanine (Phe) residue provides
the necessary chromophore to permit IR-UV spectroscopic studies. They compared the IR
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spectra in the NH stretch region obtained at about 10 K with calculated harmonic IR spectra
based on DFT and the B3LYP functional. From this they could infer that Ac-Phe-Ala5-LysH+ and
Ac-Phe-Ala10-Lys(H+) form helices, while Ac-Lys(H+)-Phe-Ala10 adopts a globular structure in
agreement with the expectation from Jarrold and co-workers’ work[25–27] based on IM-MS.

Martens et al. studied sodiated polyalanine sequences AlanNa+, n = 8–12. As discussed
above, preceding work by Jarrold and co-workers[411, 416] indicates that these form helices
at least for all sequences with n > 12. Martens et al. showed that the IRMPD spectra for the
peptides in the NH stretch region can be used to determine the helical onset more exactly to
occur at n = 9. Vaden et al. employed IRMPD in the NH stretch region to study the series of
protonated polyalanine peptides AlanH+ (n = 3, 4, 5, and 7) in the gas phase. They compared
the experimental data to calculated harmonic IR spectra for conformations predicted with DFT
(B3LYP). In this way, they could corroborate the globular nature of these peptides in the gas
phase predicted by Jarrold and co-workers based on IM-MS before[410, 414] (discussed above).
In follow-up studies for the same peptide series, Gaigeot and co-workers[430, 431] demonstrated
that IR spectra derived from DFT-based MD simulations yield a much better match with
experiment than the harmonic ones as they naturally account for vibrational anharmonicities
(within the classical-nuclei approximation) and conformational fluctuations[303, 312].

In previous work from Rossi and co-workers[17, 338], IR spectra derived from first-principles
MD simulations were calculated for Ac-Alan-LysH+ with n = 5, 10, 15. The theoretical spectra
were compared to IRMPD data measured in the wavenumber region between 1000 and 1800 cm−1

(amide I, II, III) by the group of Gert von Helden working in the Molecular Physics department
of the Fritz Haber Institute. The degree of similarity was assessed with a quantitative measure
(Pendry reliability factor, explained in Chapter 6). In agreement with the findings from Jarrold
and co-workers[25, 347], Ac-Ala15-LysH+ and Ac-Ala10-LysH+ were found to form α-helices
in the gas phase, while Ac-Ala5-LysH+ is represented by a mixture of conformations at room
temperature.

7.3 AC-ALA19-LYS + H+ VS. AC-LYS-ALA19 + H+

In the previous section, a general overview of studies on (isolated) polyalanine-based peptides
was given. In the present thesis, we particularly concentrate on the two peptides Ac-Ala19-Lys +
H+ and Ac-Lys-Ala19 + H+. In this section, we thus give a more detailed description of the work
performed previously by Jarrold and co-workers that is directly relevant for this peptide system.
In particular, part of the work of this thesis was performed in a collaboration with the group
of Gert von Helden working in the Molecular Physics department of the Fritz Haber Institute.
Some of their experimental results are shown in this section serving as an introduction to the
subsequent chapters, where the actual work of this thesis is presented.

As mentioned briefly in the previous section, in 1998, Jarrold and co-workers demonstrated
helix formation in protonated alanine-based polypeptides in the gas phase[25, 26]. They designed
a peptide series, where the N-terminus of a polyalanine sequence was capped with an acetyl
group and at the C-terminus a lysine residue was inserted: Ac-Alan-Lys + H+, with n = 5 – 19.
As the N-terminus is capped by the acetyl group (Ac), the lysine amine group is the preferred
protonation site[26]. The positive charge located at the lysine residue interacts electrostatically
favorably with the helix dipole and, additionally, the protonated amine group forms hydrogen
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Figure 7.2: Relative collision cross sections (CCSs) for Ac-Alan-Lys + H+ (filled black circles), Ac-Lys-
Alan + H+ (filled black squares), and Alan + H+ (empty circles) as a function of the number of alanine
residues n measured by Jarrold and co-workers. The lines indicate the values of the calculated CCSs for the
corresponding peptides. The relative CCSs are given as Ωav − 14.50 Å2 ·n, where Ωav is the CCS, n denotes
the number of alanine residues, and 14.50 Å2 is the calculated value of the average CCS per residue of an
ideal polyalanine α-helix. Reprinted with permission from Ref. [26]. Copyright 1999 American Chemical
Society. URL pointing to the article: http://dx.doi.org/10.1021/ja983996a.

Ac-Ala15-Lys + H+

Ac-Lys-Ala15 + H+

Figure 7.3: Left side: Drift-time distributions measured for Ac-Ala15-Lys + H+ and Ac-Lys-Ala15 + H+ at
300 K by Jarrold and co-workers. Right side: Snapshots taken from force-field based MD simulations for
Ac-Ala15-Lys + H+ [a): helix] and for Ac-Lys-Ala15 + H+ [b): helical dimer, c): compact globular structure].
Reproduced from Ref. [27] with permission from the PCCP Owner Societies. Labels were adjusted to
match the nomenclature used in this thesis. URL pointing to the article: http://dx.doi.org/10.1039/
b612615d.

http://dx.doi.org/10.1021/ja983996a
http://dx.doi.org/10.1039/b612615d
http://dx.doi.org/10.1039/b612615d
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bonds with the dangling carbonyl oxygen atoms at the C-terminal end of the helix. In this way,
the lysine at the C-terminus stabilizes a helical conformation as illustrated in Fig. 7.1. Figure 7.2
shows the relative CCSs measured by Jarrold and co-workers[26] for Ac-Alan-Lys + H+ as a
function of n using IM-MS. The relative scale is given by Ωav−14.50 Å2

n, where n is the number
of alanine residues and Ωav is the average CCS in units of Å2. The value 14.50 Å2 is the average
CCS per residue determined for an ideal polyalanine α-helix[25, 26]. In this idealized model,
the relative CCSs for a helical conformation of the peptide should not depend on the number of
residues and lie on a horizontal line in Fig. 7.2. In fact, for n & 7 the measured relative CCSs for
Ac-Alan-Lys + H+ lie on a horizontal line, i.e., they form helices. On the other hand, if the lysine
residue is located at the N-terminus (Ac-Lys-Alan + H+) a helical conformation is destabilized.
In agreement with this, the relative CCSs shown in Fig. 7.2 decrease with peptide length, which
points to more compact structures.

Figure 7.3 directly compares the ATDs (drift times) measured by Jarrold and co-workers[27]
for Ac-Ala15-Lys + H+ and Ac-Lys-Ala15 + H+. The upper panel shows the ATD for Ac-Ala15-Lys
+ H+, which exhibits only one single peak. According to their previous findings this corresponds
to a helical conformation. Subplot a) in Fig. 7.3 shows a helical snapshot taken from a force-field
based MD simulation. The lower panel of Fig. 7.3 illustrates the ATD for Ac-Lys-Ala15 + H+.
There is one main peak and two small peaks (scaled by a factor of 20 in the picture), which
flank the dominant peak. The small peak at the right side of the main peak appears at the
same position as the peak of the Ac-Ala15-Lys + H+ helix. It is thus consistent with a helical
conformation. The appearance of the main peak at smaller drift times points to more compact
structures. Based on force-field MD simulations Jarrold and co-workers associated this peak
with compact globular structures, where the peptide chain is wrapped around to self-solvate
the charge. A structure snapshot taken from the simulation is shown in subplot c) of Fig. 7.3.
Notably, the overall compact structure still contains a small helical fragment.

The mass spectrometer in the IM-MS setup separates the peptides according to their mass
over charge ratio, i.e., protonated monomers and doubly-protonated dimers cannot be distin-
guished. With the help of force-field based MD simulations and analysis of the IM-MS and mass
spectrometer data[26, 27], Jarrold and co-workers associated the small peak at the left side of
the main peak in the ATD of Ac-Lys-Ala15 + H+ (see Fig. 7.3) with helical dimers. The most
probable conformation of such a dimer is a ”head-to-toe” arrangement of two helical monomers
as illustrated in subplot b) of Fig. 7.3. In such a structure, the protonated lysine amine group of
one helical monomer interacts with the C-terminus of the other helical monomer by forming
hydrogen bonds with the dangling carbonyl oxygens. Furthermore, the helix dipoles of the
two monomers are in antiparallel alignment, which is electrostatically favorable. Jarrold and
co-workers further argue that the helical monomers (small peak at the right side of the dominant
peak) arise through a dissociation of those dimers, upon which the proton of the lysine residue
of one monomer is transferred to the C-terminus of the other helical monomer. In this way, the
positive charge located at the C-terminus stabilizes a helical conformation.

Depending on the precise experimental set-up, the amount of dimers present in the ATD
measured by Jarrold and co-workers varies[26, 27]. They found that when decreasing the
injection energy of the peptide ions into the drift tube the amount of dimers observed increases.
Upon entering the drift tube, the ions are heated by collisions with the buffer gas before being
thermalized, which can lead to conformational changes. Thus, the dimers might be the dominant
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Figure 7.4: Collected experimental data for Ac-Ala19-Lys + H+ and Ac-Lys-Ala19 + H+/Na+, which were
performed by Stephan Warnke, Peter Kupser, Kevin Pagel, and Gert von Helden working in the Molecular
Physics Department of the Fritz Haber Institute. Left panel: Ion mobility-mass spectrometry (IM-MS)
drift time distributions for Ac-Lys-Ala19 + Na+ (helical[411, 432]) versus Ac-Lys-Ala19 + H+. Right panel:
Infrared multiphoton dissociation (IRMPD) spectra for Ac-Ala19-Lys + H+[343] (helical[17, 25–28, 338])
versus Ac-Lys-Ala19 + H+. The experimental data result in a conformational puzzle: While IM-MS points
to mostly compact, globular conformations for Ac-Lys-Ala19 + H+, the similarity of the IRMPD spectrum
to the helical Ac-Ala19-Lys + H+ would imply helical structures.

conformation before entering the drift tube, but dissociate upon collisional heating when entering
the drift tube. This means that the dimers are either present in solution or form during the
electrospray process. The latter is considered more probable[414] as during the electrospray
process (discussed in Section 7.1) the ions enter the gas phase from droplets that evaporate.
If the concentration of the peptide in solution is high, the formation of dimers during this
process becomes more probable. This was demonstrated by IM-MS measurements performed by
Stephan Warnke, Gert von Helden, and Kevin Pagel and shown in Appendix A.3.

As mentioned earlier, in this thesis we concentrate on the two peptides Ac-Ala19-Lys + H+

and Ac-Lys-Ala19 + H+. Figure 7.4 shows the experimental data for this system collected by
Stephan Warnke, Peter Kupser, Kevin Pagel, and Gert von Helden as part of a collaboration for
the work presented in this thesis. The left panel illustrates room-temperature IM-MS drift-time
distributions for Ac-Lys-Ala19 + Na+ and Ac-Lys-Ala19 + H+. The results are analogous to the
findings from Jarrold and co-workers[27] (Fig. 7.3) for Ac-Ala15-Lys + H+ versus Ac-Lys-Ala15

+ H+. For Ac-Lys-Ala19 + Na+ only one peak is observed, which we associate with a helical
conformation as sodiated polyalanine peptides have been shown to form helices before[411, 432].
Just as for Ac-Lys-Ala15 + H+, for Ac-Lys-Ala19 + H+ three distinct peaks are found, where
the largest peak is flanked by two peaks with significantly smaller intensity. As the position
of the small peak at the right side of the dominant peak coincides with the helical peak for
Ac-Lys-Ala19 + Na+, we associate it with a helical conformation. Just as Jarrold and co-workers
we associate the main peak appearing at smaller drift times with more compact structures
labelled as “globule” in the figure. Similarly, we assign the small peak at the left side of the
dominant peak to helical dimers.

The right panel of Fig. 7.4 shows room-temperature IRMPD measurements for Ac-Ala19-Lys +
H+ in the wavenumber range between 1100 and 1750 cm−1, which has been confirmed to be
helical by various studies as discussed in the previous section[17, 25–28, 338]. The IR spectrum
is compared to the IR spectrum of Ac-Lys-Ala19 + H+, which is expected to be predominantly
globular according to the IM-MS results. As discussed in Chapter 6 such differences in the
conformations should affect the IR spectra. Surprinsingly, however, the IR spectra of Ac-Ala19-
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Lys + H+ and Ac-Lys-Ala19 + H+ are very similar and show only subtle differences such as
the shift of the amide II band by about 10 cm−1. The peak positions of the amide I bands are
almost on top of each other. Given this similarity, the IRMPD spectra would rather point to
helical conformations for Ac-Lys-Ala19 + H+, while the IM-MS measurements suggest mainly
compact globular conformations resulting in a conformational ”puzzle” for Ac-Lys-Ala19 + H+.
In the following chapters, we aim at an understanding of this apparent mismatch based on a
first-principles level of theory.



8 FIRST-PRINCIPLES STRUCTURE

PREDICTIONS FOR AC-ALA19-LYS + H+

VS. AC-LYS-ALA19 + H+

In this work, we study the peptide system Ac-Ala19-Lys + H+ and Ac-Lys-Ala19 + H+. As
discussed in the previous chapter, the positively charged lysine residue at the C-terminus of Ac-
Ala19-Lys + H+ stabilizes an α-helical conformation due to a favorable electrostatic interaction
with the helix dipole[25]. The question is now what happens if this charged residue is shifted
to the N-terminus (Ac-Lys-Ala19 + H+)? In this case, the charge would rather destabilize an
α-helical conformation. However, the two gas-phase experiments discussed in Section 7.3
give seemingly different answers. In the ion mobility-mass spectrometry (IM-MS) experiments,
predominantly compact globular structures (“globules”) are found[26, 27]. However, the infrared
multiphoton dissociation (IRMPD) spectra for Ac-Ala19-Lys + H+ and Ac-Lys-Ala19 + H+ are
very similar, suggesting that Ac-Lys-Ala19 + H+ might form helices after all (cf. Fig. 7.4 in the
previous chapter). We here set out in order to solve this seeming experimental mismatch using a
first-principles screening effort, unprecedented for a flexible system of that size (220 atoms).

In the work of Jarrold and co-workers, the structures of Ac-Lys-Ala19 + H+ were generally
characterized as being “globular”, while no clear structure assignment was performed[26, 27].
Here we assess to what extent the structure space of this 20-residue peptide can be predicted on a
quantitative level. For this, several difficulties have to be overcome. First of all, the peptides have
a huge conformational space infeasible to be sampled using a pure first-principles approach
alone. On the other hand, an accurate method needs to be used for describing the potential-
energy surface (PES), especially as different structures for Ac-Lys-Ala19 + H+ might exist close in
energy[26, 27]. In previous work for the smaller peptides Ac-Alan-Lys(H+), n = 4−8, force-field
basin-hopping searches followed by a relaxation of conformers with the PBE+vdW functional
have proven as a valuable tool[17, 28]. However, such basin-hopping approaches were found to
reach their limits for system sizes of about 100 atoms and are thus not feasible for the peptides
aimed to study here. Furthermore, what sets Ac-Lys-Ala19 + H+ apart from all peptides that
have been studied in our group before is that there exists no a priori knowledge about its
structural preferences. While for Ac-Alan-Lys(H+) it is at least known that the construction
principle supports helix formation, the Ac-Lys-Ala19 + H+ peptide involves the problem that a
priori it is not known how the most probable structure might look like and many completely
different structures might co-exist. Thus, a new search approach has to be developed.
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8.1 ASSESSMENT OF CONFORMATIONAL SEARCH STRATEGY

We start our structure search with a global sampling of the conformational space using a force field.
For this, we use replica-exchange molecular dynamics (REMD). The beauty of this approach
is on the one hand that it does not employ a bias to the system and on the other hand that it
naturally restricts the search space to the physically meaningful part. For a local refinement, we
subsequently relax thousands of structures with PBE+vdW. While the force-field step generates
diversity of structures, with the PBE+vdW relaxations, we pin point a more reliable energy
hierarchy. However, the PBE+vdW conformers still include a force-field bias as they are relaxed
from force-field guesses. In order to find the lowest-energy PBE+vdW structure of the respective
basin of the PES we follow up with ab initio REMD structure searches for the lowest-energy
structures to refine the local structural environment.

By the local sampling step (huge amount of PBE+vdW relaxations with subsequent ab initio
REMD) we aim to make our search approach as independent as possible from the choice of the
specific force field (here OPLSAA).

As discussed in Section 3.5, density-functional theory (DFT) is in principle an exact theory,
but the exchange-correlation functional has to be approximated. It is thus an important question,
which functional yields the most reliable results for the system under study. For the lowest-
energy PBE+vdW structures identified in our structure search, we investigate the influence of
different approximations to the exchange-correlation functional in Section 8.6. As a validation,
we compare the structure predictions to the experimental IM-MS and IRMPD data in Chapter 9.
The results dramatically highlight the importance of an accurate description of the energetics
with small systematic errors being able to lead to completely different predictions.

It is important to make sure that our search strategy reliably identifies the lowest-energy
conformers of the peptide under study. For this reason, we carefully assess all steps of our search
strategy one after the other in the following subsections. As the steps for Ac-Ala19-Lys + H+

and Ac-Lys-Ala19 + H+ are the same and it is already known that isolated Ac-Ala19-Lys + H+

forms α-helices[25], we focus the description on Ac-Lys-Ala19 + H+. Apart from the general
conformational search for Ac-Lys-Ala19 + H+ discussed in the following, we performed two
independent searches to specifically find model conformers of helical dimers and monomers.
As discussed extensively in Section 7.3, Jarrold and co-workers proposed the presence of small
amounts of such helices based on IM-MS data[26, 27]. The respective structure searches will be
addressed later in this Chapter (Section 8.4).

8.1.1 GLOBAL SAMPLING OF THE CONFORMATIONAL SPACE

As mentioned earlier, we used REMD simulations to broadly sample the conformational space
of Ac-Lys-Ala19 + H+. They were carried out with the GROMACS program package[433]. We
employed 16 replicas in the temperature range between 300 K and 915 K with a time step of 0.5 fs
and a swapping attempt frequency of 2 ps−1. All replicas were initialized with ideal α-helices.

For a first analysis, we let all replicas run for 100 ns. The REMD simulations yield a huge
amount of structures, basically one geometry for each time step and for each replica, i.e.,
3,200,000,000 structures in our case. It is thus necessary to identify the most important structure
types. Snapshots of a molecular dynamics (MD) simulation taken after subsequent time steps
hardly vary. We thus extract snapshots only after every 2 ps. Furthermore, we first concentrate
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only on the 300 K trajectory resulting in 50,000 structures. This pool of structure snapshots
is then separated into clusters of similar conformations (based on their root mean square
deviation (RMSD)). For this, we use the cluster algorithm by Daura et al.[99] implemented
in the GROMACS program package[433]. The first step of this algorithm is to calculate an RMSD
matrix, i.e., the RMSD for each geometry with all other geometries. The RMSD is evaluated
using

RMSD =

√√√√1/M

N∑
i=1

mi(x1
i − x2

i )
2 , (8.1)

where M =
∑N
i=1mi and N denotes the number of atoms taken into account – for our calcula-

tions that were the backbone atoms plus the nitrogen and carbon atoms of the lysine side chain.
The vectors x1 and x2 are the positions of equivalent atoms and mi is their corresponding mass.
After evaluating the RMSD matrix, the number of neighbors for each structure is determined.
Two structures are considered to be neighbors if their RMSD value is lower than a given cut-off
criterion. The conformer with the largest amount of neighbors forms – together with its neigh-
bors – the first cluster. In an analogous way, the second cluster is determined from the remaining
structures and so on. For each cluster the midpoint structure is calculated. It is defined as the
structure that has the lowest average RMSD to all other structures of the cluster.

In order to determine a reasonable cut-off criterion, we clustered our pool of structures with
a series of different cut-off values (0.25 Å, 0.5 Å, 0.75 Å, and 1.0 Å). The results are presented
in Fig. 8.1. For the 50 largest clusters, the plot illustrates the relative number of structures
comprised by each of it. In addition, the total number of clusters and the number of the largest
clusters, which account for 85 % of all structures are given. Among the 50,000 structures present
in the pool, a cut-off criterion of 0.25 Å yields 49,326 clusters, where the largest 41,826 clusters
contain 85 % of the structures. A cut-off criterion of 0.5 Å leads to 6117 clusters, where the 891
largest clusters account for 85 % of all structures. Even larger cut-offs of 0.75 Å and 1 Å yield
1456 and 750 clusters, respectively. Here we decided to use a cut-off criterion of 0.5 Å in the
following. On the one hand, it leads to a measurable reduction in the amount of structures,
but on the other hand, it is still relatively small so that no important structure types should be
overlooked.

In order to see how the conformational space is sampled with advancing REMD simulation
time, we clustered the structure snapshots of the 300 K trajectory (taken after every 2 ps) after
different steps of simulation time. The number of clusters as a function of simulation time
is given in Tab. 8.1, which shows that it is only converging slowly. In order to analyze the
energetic spread of the clusters, we chose the largest clusters that contained 85% of all structures
and relaxed their midpoint structures with OPLSAA. Figure 8.2 shows the relative energies
of the relaxed midpoint structures as a function of the simulation time. The lowest-energy
conformation found by this strategy already appears after 200 ns. We take this as an indicator
that a simulation time of more than twice as much should be sufficient so that we base our
further analysis on the results obtained after 500 ns of REMD simulation time (per trajectory).
Note that a simulation time of 500 ns per trajectory corresponds to a total simulation of even 8µs.
To identify the energy hierarchy of the 20,877 clusters (see Tab. 8.1) obtained after this simulation
time we relaxed the midpoint structure of each of them with OPLSAA. This yielded [based on
an RMSD and energy comparison (10−6 eV)] 9,620 different structures for Ac-Lys-Ala19 + H+.
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In total:                   
85 % of structures: 

49326 clusters
41826 clusters

In total:                   
85 % of structures: 

6117 clusters
891 clusters

In total:                   
85 % of structures: 

1456 clusters
88 clusters

In total:                   
85 % of structures: 

750 clusters
53 clusters

Figure 8.1: Results of clustering approaches for structures of the peptide Ac-Lys-Ala19 + H+ based on
the algorithm described in Ref. [99]. The pool of structures (50,000) was comprised of snapshots of the
force-field based REMD simulations up to a length of 100 ns. The plots shows the relative number of
structures contained in the 50 largest clusters, which were obtained using a cut-off criterion of (a) 0.25 Å,
(b) 0.5 Å, (c) 0.75 Å, and (d) 1.0 Å. In addition, the plots give the total number of clusters and the number of
the largest clusters, which comprise 85% of all structures.

Table 8.1: Number of clusters obtained for Ac-Lys-Ala19 + H+ from the snapshots (taken every 2 ps) of the
300 K REMD trajectory after the given time of simulation. For the clustering approach the algorithm by
Daura et al.[99] was used with a cut-off criterion of 0.5 Å. In addition, the number of the largest clusters
that comprise 85% of all structures are given.

Time (ns) Ntotal N85 %

2 305 305
10 911 225
20 1733 407
30 2594 625
40 3324 770
50 3903 831
75 5083 873
100 6117 891
200 9240 902
300 12321 976
400 16279 1278
500 20788 1726
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Figure 8.2: Plot of the relative force-field energy of the relaxed (OPLSAA) midpoint structures of each
cluster obtained after the given simulation time. The clustering was carried out for the snapshots (taken
every 2 ps) from the 300 K trajectory of the REMD simulation performed for Ac-Lys-Ala19 + H+. The cut-off
was 0.5 Å. The OPLSAA relaxations were performed for the largest clusters that comprised 85% of the
structures. The energies are given relative to the lowest-energy structure found.

8.1.2 LOCAL REFINEMENT

We now arrived at the second step of our search strategy, namely the local refinement with
DFT. We relaxed the 1,026 lowest-energy OPLSAA conformers with PBE+vdW (OPLSAA energy
range: 0.26 eV) and light settings. As a general remark, all DFT calculations discussed here are
performed with the “Fritz Haber Institute ab initio molecular simulation” (FHI-aims) code[257].
Structure relaxations based on DFT are always performed in two steps. First, the structures
are relaxed with light computational settings and afterwards the lowest-energy structures are
further relaxed with tight computational settings, where the forces are converged down to
5 · 10−3 eV/Å. This light→ tight cascade saves much computation time as one self-consistent
field (SCF) iteration with light settings takes about 10 % of the CPU time of an iteration with tight
settings (for this particular system). All energies that are explicitly reported or discussed in this
thesis are calculated with tight computational settings unless stated otherwise.

Figure 8.3 shows the energy hierarchies obtained with the force-field and the PBE+vdW
functional (light and tight computational settings). Between OPLSAA and PBE+vdW (light
settings) significant rearrangements occur. On the other hand, the changes between light and
tight settings are very small. Thus, it is sufficient to relax only the lowest-energy regime with
tight computational settings.

In the following, we analyze the correlation between the force field and PBE+vdW (light
settings) more closely. This allows us to assess the possibility whether any relevant structure
type might be overlooked by not relaxing with PBE+vdW all other conformers that have even
higher OPLSAA energies. As a first step, we relaxed a second batch of OPLSAA conformers with
PBE+vdW, choosing them from the remaining pool of structures in intervals of 50 according to
the force-field energy hierarchy. The PBE+vdW and OPLSAA energy hierarchies are illustrated
in Fig. 8.4. In the figure, the OPLSAA conformers are ranked according to their relative force-field
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Figure 8.3: Energy hierarchies of Ac-Lys-Ala19 + H+ (black horizontal bars) obtained with the OPLSAA
force field and with PBE+vdW light and tight computational settings. The energies are given relative to the
lowest-energy PBE+vdW minimum structure.
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Figure 8.4: Correlation between the OPLSAA (orange line) and the PBE+vdW energy hierarchies (circles)
for the structures obtained from the Ac-Lys-Ala19 + H+ REMD trajectory run at 300 K. Each circle represents
a PBE+vdW minimum relaxed from the force-field minimum with the corresponding ranking index. White
circles: PBE+vdW conformers relaxed from force-field conformers with ranking indices 1 to 1026. Purple
circles: PBE+vdW conformers relaxed from force-field conformers with ranking indices between 1027
and 9000 taken in intervals of 50. Purple line: linear fit to the data represented by the purple circles. All
energies are given relative to the energy of the lowest-energy force-field conformer [ranking index 1 ] or
the PBE+vdW minimum following from the relaxation of the latter.

energy, i.e., the lowest-energy structure is assigned index 1, the second lowest-energy structure
is assigned index 2 and so on. The orange line in Fig. 8.4 shows the relative force-field energy
of the conformers as a function of the ranking index. The white circles represent the outcome
of the PBE+vdW relaxations from the OPLSAA conformers with ranking indices 1 to 1026 and
the purple circles represent the same for the second batch of PBE+vdW relaxations (intervals of
50). All energies are given relative to the structure with ranking index 1. First of all, one has to
take into account that the offset between the data sets is determined by the conformer that is
chosen as the reference. This is arbitrary and the important point is to what extent the PBE+vdW
data (circles) resemble the shape of the OPLSAA data (line). For the first batch (indices 1 to
1026, white circles) hardly any correlation between the OPLSAA and the PBE+vdW results is
visible. However, taking the whole plot into account, especially the larger ranking indices, there
clearly is some weak correlation. More specifically, a linear fit to the second batch of PBE+vdW
data (purple line) shows an ascending tendency with increasing ranking index similar to the
OPLSAA data curve. Of course, there is a large scatter, but it seems at least justified to weakly
trust the OPLSAA force field energy hierarchy (for large energy differences). Another point that
is reassuring with respect to (weakly) trusting the force-field hierarchy is that the lowest-energy
PBE+vdW structure is found relatively early, corresponding to the OPLSAA ranking index of 75.

In order to see how similar the structures in the low-energy DFT regime are, we sorted
them into clusters in the same way as described earlier (with a cut-off criterion of 1 Å). This is
illustrated in Fig. 8.5a. All clusters with members found within 200 meV of the lowest-energy
PBE+vdW structure are displayed by colored circles, where the same color denotes that the
structures belong to the same cluster. The lowest-energy PBE+vdW structure belongs to the
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(a)    Structures obtained from 300 K trajectory

(b)    Structures obtained from 600 K trajectory

(c)    Structures obtained from 900 K trajectory

OPLSAA
PBE+vdW (light)

OPLSAA
PBE+vdW (light)

Figure 8.5: Correlation between the OPLSAA (black straight line) and the PBE+vdW energy hierarchies
(circles) for the structures obtained from the Ac-Lys-Ala19 + H+ REMD trajectories run at 300 K (a), 600 K
(b), and 900 K (c). Each circle represents a PBE+vdW minimum relaxed from the force-field minimum
with the corresponding ranking index. All energies are given relative to the energy of the lowest-energy
force field conformer [ranking index 1 in subplot (a)] or the PBE+vdW minimum following from the
relaxation of the latter. All PBE+vdW structures were clustered with the algorithm given in Ref. [99] and a
cut-off criterion of 1 Å. The clusters with members that have energies within 200 meV of the lowest-energy
PBE+vdW minimum are displayed with colored circles, where the same color denotes that the structures
belong to the same cluster.
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”red” cluster (OPLSAA ranking index of 75). The good news here is that all low-energy clusters
(except for the orange one, for which the first member was found at an index of 555) were found
within ranking indices of less than 500, i.e., less than half of the ranking indexes we took into
account. As a conclusion, we consider it very likely that the lowest-energy structure types have
been identified, although it is impossible to exclude that there exist large errors in the force field
possibly causing the problem that a structure type low in PBE+vdW energy might be overlooked
after all.

Another issue to be addressed is that so far we only considered the structure snapshots taken
from the 300 K trajectory, while in principle we have 16 trajectories available. In order to check
how much additional information we can infer from the other trajectories (or how important
they are), we applied the same clustering and relaxation strategy to the trajectories that were
run at 600 K and 900 K. For both cases, we relaxed the 1,000 lowest-energy OPLSAA conformers.
The results are displayed in Fig. 8.5b) and c), respectively. The OPLSAA ranking index for the
different trajectories is chosen according to the force-field hierarchy of the OPLSAA structures
obtained from the corresponding trajectory. The energies, however, are all given relative to the
lowest-energy OPLSAA structures obtained in total (ranking index 1 of the results for 300 K) and
its corresponding DFT structure. Neither from the structures obtained from the 600 K trajectory
nor from the 900 K trajectory, the lowest-energy PBE+vdW structure obtained from the 300 K
trajectory was found. In addition, the lowest-energy structures obtained from the 600 K trajectory
all belong to clusters that had been found from the 300 K trajectory as well. From the 900 K
trajectory we rather find only very high-energy conformers. We take this as an indication that it
should be sufficient to concentrate on the 300 K trajectory.

8.1.2.1 FIRST-PRINCIPLES REMD SIMULATIONS

In the next step of our strategy, we follow up with DFT-based REMD simulations for the four
lowest-energy PBE+vdW structure types. For this, we employed 16 replicas in the temperature
range between 300 K and 623 K. Although larger swap attempt frequencies might be even more
efficient[301], given the computational cost involved with each attempt, we here chose a swap
attempt frequency of 1 per 100 time steps (time step: 1 fs). After each ps of REMD simulation
time, all replicas were relaxed with PBE+vdW. Figure 8.6 shows a particular case, where we
found many structures that were lower in energy than the starting geometry by significant
energy differences (up to ≈ 250 meV). All replicas were initialized by the initial geometry
depicted at the top of Fig. 8.6 and whose energy is taken as the reference zero. The plot shows
the energies of all relaxed replicas as a function of the simulation time. The lowest-energy
structure that is found is likewise depicted at the top of Fig. 8.6 and labelled as C2 (the reason
for this labelling will become clear below). C2 is more than 200 meV lower in energy than the
initial geometry. Overall the two structures are very similar (RMSD of 0.6 Å). However, small
rearrangements occurred close to the termini and the turn. As a conclusion, this means that
despite the limited time scales computationally feasible for ab initio REMD, the approach is able
to lead to refinements of the local structural environment along with lower-energy structures.

In order to further analyze the sampling ability of the ab initio REMD run, we plotted the
Ramachandran plot of the dihedral-angle pairs of all relaxed replicas obtained after a given
simulation time (Fig. 8.7). The first plot (00 ps) shows the dihedral angle pairs for the initial
geometry, while with increasing simulation time the sampled dihedral angle space increases.
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Figure 8.6: DFT-based REMD simulation, where lower-energy structures than the initial geometry were
found. All replicas were initialized by the ”initial geometry”. After each ps all 16 replicas were relaxed
with PBE+vdW (light computational settings). The energies of the relaxed replicas (red bars) are given
relative to the energy of the initial geometry. For selected structures, the RMSD (in Å) with respect to the
initial geometry is written at the corresponding bar.
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Figure 8.7: Ramachandran plots of PBE+vdW relaxed replicas obtained from the DFT-based REMD search
for Ac-Lys-Ala19 + H+ (see Fig. 8.6). The plots show the dihedral-angle pairs for all structures obtained up
to the given simulation time.
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Figure 8.8: Structure types obtained from our structure search for Ac-Lys-Ala19 + H+ monomers. The
ribbon color denotes the helix type, namely α-helical (red), 310-helical (blue), or otherwise (grey). The
structures are labelled C1 to C6 according to their energy hierarchy. Their relative energies and free energies
(at 300 K) are given below the structural representations. All energies are given relative to C1. The free
energies are calculated using the harmonic oscillator-rigid rotor approximation (see Section 5.1.1). The
“plus” sign indicates the positive charge located at the lysine residue.

Table 8.2: Sum of helical hydrogen bonds (α- and 310) for all structure types C1 to C6 of Ac-Lys-Ala19 +
H+ in comparison to an ideal α-helix. A hydrogen bond is defined to be present if the distance between a
hydrogen atom and an acceptor oxygen is less than 2.5 Å and if the angle ^(O,H,N) is larger than 150◦.

C1 C2 C3 C4 C5 C6 α-helix
5 13 5 8 10 11 17

8.2 STRUCTURE CLASSIFICATION

In total, we obtained more than 4000 PBE+vdW structures for Ac-Lys-Ala19 + H+ from our
conformational search. Most notably, the peptide is large enough so that the structures are
composed of more than one secondary structure element. For a classification, we focus on these
elements, particularly on helical hydrogen bonds (α-helical or 310-helical hydrogen bonds, or
otherwise). We find six structure prototypes within the lowest 170 meV of the global minimum.
They are depicted in Fig. 8.8 together with their energies, where the α-helical parts are high-
lighted by red ribbons and the 310-helical parts are color coded by blue ribbons. According to
their energy hierarchy the structures are labelled C1 to C6. Relative free energies calculated in
the harmonic oscillator-rigid rotor approximation at 300 K (see Section 5.1.1) are also given in
Fig. 8.8.

The C1 structure type contains an α-helical part, approximately in the middle of the peptide
chain. The ends of the strand are arranged in an antiparallel fashion. C2 consists of an α-helical
and a 310-helical part connected by a turn. C3 also contains an α-helical fragment, where the
N-terminal part of the peptide chain forms a loop. For C4, the whole peptide chain forms a loop
comprising an α-helical section with a 310-helical part at its N-terminal end. C5 is comprised
of an α-helical segment and a 27-strand connected by a turn. Finally, C6 contains two α-helical
segments with some 310-helical hydrogen bonds at the turn connecting the two helices. The
number of helical (both α and 310) hydrogen bonds for each structure are given in Tab. 8.2 in
comparison to an ideal α-helix. From this follows that C1 and C3 are the least helical structure
types, while C2 has the highest helical content. All structure types share a common stabilization
motif. The lysine side chain with its protonated amine group wraps around the peptide and
caps the C-terminal part (negative end) of the α-helical segment[26].
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Figure 8.9: Relative PBE+vdW energies as a function of the RMSD (with respect to the lowest-energy
conformation) for all structures obtained in the structure searches for Ac-Ala19-Lys + H+ (a) and Ac-Lys-
Ala19 + H+ (b). (a) Ac-Ala19-Lys + H+: Each PBE+vdW minimum of the potential-energy surface (PES) is
depicted by a black circle. The global minimum (denoted as 1) is shown at the left side of the plot. At the
right side of the plot the backbone ribbon representation of six example structures, labelled as 1 to 6, are
illustrated. The backbone atoms of the residues Ac to Ala14 are fitted to the global minimum (structure 1).
(b) Ac-Lys-Ala19 + H+: Each PBE+vdW minimum of the PES is depicted by a brown circle. The structure
type representatives C1 to C6 are highlighted by squares. All structures with an RMSD of less than 1.6 Å
with respect to one of these structure types are marked in the corresponding color. On the left side of the
plot the lowest-energy structure C1 is shown together with the structure examples a and b. The backbone
atoms of residues Ala6 to Ala11 (α-helical segment) of structures a and b are fitted onto C1.

8.3 ENERGY LANDSCAPES: AC-LYS-ALA19 + H+ VS.

AC-ALA19-LYS + H+

Figure 8.9(b) illustrates the relative PBE+vdW energy of all conformers found in the structure
search for Ac-Lys-Ala19 + H+ as a function of the RMSD with respect to the global minimum
(C1). The structure types C1 to C6 are very close in energy, while they are very distant in their
structure (measured by the RMSD). Three conformers of the C1 structure type are exemplified
and compared to each other at the left side of the plot. The large gap in conformational space
separating C1 from the other structures (based on the RMSD) could indicate the presence of an
energy barrier.

For Ac-Ala19-Lys + H+ with the protonated lysine residue located at the C-terminus, the
scenario is completely different (cf. Fig. 8.9a). All structures are α-helical. The lowest-energy
structure is depicted on the left side of the plot. It is an ideal α-helix, where the lysine side
chain caps the dangling carbonyl oxygens close to the C-terminus. In order to demonstrate that
all structures are basically α-helical, Fig. 8.9(a) shows the backbone ribbons of six exemplary
structures at the right side of the plot aligned on top of each other. All structures are α-helical
with only slight deviations close to the C-terminus. The relative energy rises with increasing
RMSD, which lets us identify Ac-Ala19-Lys + H+ as a structure seeker with only one folding
funnel. As mentioned earlier in this chapter, the structure search for Ac-Ala19-Lys + H+ was
analogous to the one for Ac-Lys-Ala19 + H+. Just as for Ac-Lys-Ala19 + H+, we started from
a perfect α-helical conformation and carried out an OPLAA-based REMD simulation with 16
replicas. The total simulation time was again 8µs. From the clustering approach of the 300 K
trajectory we obtained 464 conformers, which we all relaxed with PBE+vdW (OPLSAA energy
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Figure 8.10: Structural representations of the two lowest-energy helical dimers found in the conformational
search. Red ribbons indicate an α-helical conformation. For both structures the energies and free energies
at 300 K (per monomer) are given with respect to C1 (cf. Fig. 8.8). The free energies are calculated in the
harmonic oscillator-rigid rotor approximation.

range: 0.55 eV). Following up on that, we carried out a DFT-based REMD simulation for the
lowest-energy DFT conformer obtained from the preceding PBE+vdW relaxation of the OPLSAA
conformers.

8.4 HELICAL MODELS: AC-LYS-ALA19 + H+

As discussed in Section 7.3, the IM-MS data for Ac-Lys-Ala19 + H+ in Fig. 7.4 reveal that apart
from compact monomers there are small amounts of Ac-Lys-Ala19 + H+ dimers and helical
monomers present in the experiment. For this reason, we also performed structure searches for
helical monomers and helical dimers.

8.4.1 HELICAL DIMERS: AC-LYS-ALA19 + H+

The structure search for helical dimers was analogous to the search for the Ac-Lys-Ala19 +
H+ monomers described in Section 8.1. As initial geometry for the force field-based REMD
simulations, we chose an ideal coiled-coil structure[434] from the protein data bank (structure
ID: 1SER, where we used only the coiled-coil part of the structure). With this structure we
initialized 22 replicas and ran the REMD simulation for 200 ns (total simulation time: 4.4µs). Just
as before, we extracted snapshots of the 300 K trajectory (every 2 ps) and clustered them with
the algorithm described above and a cut-off criterion of 0.5 Å. Relaxing the midpoint structure
of each cluster with OPLSAA resulted in 2,180 conformers, from which we relaxed the 96
lowest-energy ones with PBE+vdW (OPLSAA energy range: 0.20 eV). The dimer conformations
differ slightly in the terminations, the angle between the two helical axes, and the shift between
the helical monomers (along the helix axis). The two lowest-energy PBE+vdW dimers are
depicted in Fig. 8.10. For both dimers, the energy per monomer is lower than the energy of
C1, the lowest-energy monomer. However, dimer formation depends on the partial pressure of
the monomers (see Eq. 2.3), which is low and thus makes dimer formation (in the gas phase)
rather unlikely. As discussed in Section 7.3, if dimers are formed, they most probably form
during the electrospray process depending on the precise experimental conditions. In the IM-MS
experiment shown in Fig. 7.4, a small amount of dimers is present. However, for the IRMPD
set-up the experimentalists explicitly checked for the existence of helical dimers and concluded
that they are not populated to a measurable extent. For this, they utilized a mixture of equal
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amounts of Ac-Lys-Ala19 + H+ and For-Lys-Ala19 + H+, where in the latter case the N-terminus
is capped by a formyl (For) group instead of an acetyl (Ac) group. Due to the different masses of
For and Ac, the corresponding monomers can be distinguished by mass spectrometry. On the
other hand, monomers of the same type and (doubly charged) dimers of the same monomer
cannot be distinguished (same mass over charge ratio). However, mixed Ac-Lys-Ala19 + H+/For-
Lys-Ala19 + H+ dimers would show a separate peak in the spectrum so that the existence of
such dimers can be directly tested. If Ac-Lys-Ala19 + H+/Ac-Lys-Ala19 + H+ dimers are formed
in experiment, Ac-Lys-Ala19 + H+/For-Lys-Ala19 + H+ dimers should form as well. When
electrospraying the mixture at the same experimental conditions as used to measure the infrared
(IR) spectrum of Ac-Lys-Ala19 + H+, exclusively isolated monomers were observed. This led to
the conclusion that helical dimers should most probably not contribute to the IR spectrum of
Ac-Lys-Ala19 + H+ shown in Fig. 7.4.

8.4.2 HELICAL MONOMERS: AC-LYS-ALA19 + H+

For the helical monomers, the proton is most likely associated with a carbonyl oxygen close to
the C-terminus as this allows a favorable electrostatic interaction of the charge with the helix
dipole[26, 27]. However, it is not a priori clear where it is exactly located. Hence, it is necessary
to allow the proton to hop between different positions during the conformational search. As
most force fields, including the OPLSAA force field, cannot describe bond breaking, a different
search strategy as used for the dimers and monomers has to be employed. Since we look for
overall helical structures, the search space is rather narrow and we sampled it with pure DFT
(PBE+vdW) based simulations. As starting geometries for the ab initio REMD simulation, we
chose three structures where the proton is located at different carbonyl oxygen atoms. In order
to construct the latter, we used an ideal α-helical structure with a straight lysine side chain as a
template. We then manually placed the proton at the carbonyl oxygen of the 16th, the 17th, and
the 18th alanine residue, respectively, and followed up with a geometry optimization. These
three initial structures are depicted on the left side of Fig. 8.11. In total, we employed 18 replicas
in the temperature range between 300 K and 688 K, where the starting geometry for each replica
was alternately chosen from those three conformations. All other parameters were the same as
for the other ab initio REMD simulations. As before, after each ps of simulation time all replicas
were relaxed with PBE+vdW. Figure 8.11 shows their relative energies as a function of simulation
time relative to the lowest-energy initial structure. The lowest-energy structure found in this
conformational search is depicted at the right side of Fig. 8.11. It is about 370 meV lower in
PBE+vdW energy than the lowest-energy initial structure. This example shows that, despite the
limited time scale accessible, ab initio REMD is able to lead to reasonable rearrangements of the
structure. The lysine side chain is bent to interact with the acetyl group, while it was straight
in the initial conformers. Moreover, the proton is located at a position where the C-terminal
carbonyl group can interact with it.

For a comparison, we also performed an ab initio REMD simulation started from a helical
conformation with the proton located at the N-terminal lysine residue. Figure 8.12 compares
lowest-energy helix found for this type (H+ at Lys) and for the case where the proton is located
close to the C-terminus. As indicated in the figure, the location of the proton at the N-terminus
leads to an unfavorable interaction of the charge with the helix dipole. This agrees with the high
energy of 2.88 eV relative to the lowest-energy compact monomer C1. The helical conformation
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Figure 8.11: Ab initio REMD simulation for Ac-Lys-Ala19 + H+ based on PBE+vdW. At the left side of the
plot the three helices that were used to initialize the replicas are shown. The starting geometry for each of
the 18 replicas was alternately chosen from the three initial helical structures. After each ps all replicas
were relaxed with PBE+vdW. The plot shows their energies (red bars) relative to the lowest-energy initial
helix as a function of the simulation time. The black lines denote the energies of the respecting conformer.
The lowest-energy conformer found in this search is depicted at the right side of the plot. In the structural
representation the position of the proton is highlighted by a black circle.
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Figure 8.12: Structural representations of the lowest-energy helical models for Ac-Lys-Ala19 + H+, both for
the case where the proton is located at the N-terminal lysine (left) and close to the C-terminus (right). Red
ribbons indicate an α-helical conformation. For both structures the energies and free energies at 300 K are
given with respect to C1 (cf. Fig. 8.8). The free energies are calculated in the harmonic oscillator-rigid rotor
approximation.

with the proton located close to the C-terminus has a lower energy (0.66 eV), but it is still
relatively high implying that this helix type would not be populated in experiment. On the other
hand, we find a small helix contribution in the IM-MS measurements (see Section 7.3). This issue
will be discussed further in the subsequent sections.

8.5 ROLE OF A HIGHER-LEVEL FORCE FIELD

Compared to force-field calculations, DFT calculations are much more expensive. From a general
point of view, DFT is a higher level of theory than force fields. However, one question that arises
is whether the DFT (PBE+vdW in this case) calculations are really needed or if a force field could
actually yield the same results (despite the generally lower level of theory). Considering the
comparison between the energy hierarchies obtained with the OPLSAA[143] force field and and
PBE+vdW for Ac-Lys-Ala19 + H+ (see Fig. 8.3), we clearly see that OPLSAA and PBE+vdW
give completely different answers. However, the OPLSAA force field is just one out of many
force-field parametrizations. In fact, it was recently shown that the Amber99sb[153] and the
AmoebaPro04[154] force fields perform relatively well for a benchmark set of CCSD(T) energies
of 27 Ac-Ala3-NMe conformers[247]. They yielded similar mean absolute errors (MAEs) as
the DFT PBE and PBE0 functionals (without van der Waals (vdW) corrections). On the other
hand, the OPLSAA[143] and Charm22[435] force fields performed significantly worse. These
results for a peptide similar to the one considered in this work (Ac-Lys-Ala19 + H+) suggest
to test at least the Amber99sb and the AmoebaPro04 force fields. As we base our study in the
gas phase, the peptide of interest, Ac-Lys-Ala19 + H+, is protonated at the C-terminus, which is
usually not the case for peptides in solution (water). For this reason, most force fields, including
Amber99sb and AmoebaPro04, lack parameters for the protonated C-terminus. Here we face one
of the limitations of force fields, namely that their range of validity is determined by the training
set employed for the parametrization process. However, the most recent parametrization of
the Amoeba force field (AmoebaPro13[154]), as implemented in the version 6.2 of the TINKER
program[155], includes parameters for the protonated C-terminus. Apart from that, the class of
Amoeba force fields are higher-level force fields as they are polarizable, i.e., they do not use the
fixed-charge model employed by most common force fields (including the Amber force fields).
For these reasons, we concentrated on the AmoebaPro13 force field here and re-calculated the
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Figure 8.13: Energy hierarchies (horizontal bars) obtained with the PBE+vdW functional and the Amoe-
baPro13 force field for the Ac-Lys-Ala19 + H+ structure types C1 to C6. All energies are given relative to C1
and the dashed lines serve as a guide to the eye.

energy hierarchies of the most important structure types C1 to C6 using this force field. In
principle, it would be interesting to consider also the helical structure with the proton located
close to the C-terminus as this structure was shown to be populated (to a small extent) in the
IM-MS measurements (cf. Fig. 7.4). However, we again face the problem that the corresponding
parameters for such a structure are missing in the force field so that we focus only on C1 to C6.
We also relaxed the structures in order to compare the energies of the corresponding local PES
minima. However, the relaxation changed the structures relatively little with RMSDs of less
than 0.45 Å, where the exact RMSD for all conformers can be found in Tab. A.1 in Appendix A.
The energy hierarchies for C1 to C6 obtained with AmoebaPro13 and PBE+vdW are compared
in Fig. 8.13. The energy hierarchies change quite significantly. While C1 is the lowest-energy
conformer in PBE+vdW, it becomes the highest-energy one in AmoebaPro13. On the other
hand, AmoebaPro13 predicts C3 to be the most probable conformer, closely followed by C4.
Notably, according to AmoebaPro13, C3 is more than 300 meV lower in energy than C1. From
this comparison we can conclude that with AmoebaPro13 we would have definitely not arrived
at the same answer than with PBE+vdW. Since either method may have errors, it is important to
remember that we cannot state with full certainty which one is correct from this comparison alone.
That said, we take PBE+vdW as the trusted method as (i) it is the higher level of theory (first
principles) and (ii) in the aforementioned benchmark[247] against CCSD(T) data it performed
clearly better than AmoebaPro04 (the performance of AmoebaPro04 was similar to the bare PBE
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functional without a vdW correction). We will see below that different DFT functionals change
the energy hierarchy as well, but the scatter is much narrower. The structure predictions will be
critically assessed by comparison to experimental fingerprints in the next chapter.

8.6 IMPACT OF DIFFERENT FUNCTIONALS AND DISPERSION

CORRECTIONS

A common question that arises in the context of DFT is how much the result is actually affected by
the approximation to the DFT exchange-correlation functional that is used. Here we assess this
problem by testing the influence of different functionals. As discussed in Section 3.5.3.2, a recent
benchmark by Rossi et al.[247] found that the PBE0+MBD∗ functional yields excellent results for
Ac-Phe-Ala5-Lys(H+). Of all functionals tested, including a recent study of 19 different semi-
local and hybrid DFT exchange-correlation functionals by Xie et al.[252], PBE0+MBD∗ comes
closest to explaining the experimental results for Ac-Phe-Ala5-Lys(H+), namely the co-existence
of specific conformers and their relative abundances. For this reason, we here concentrate on
an assessment of the PBE[15] and the PBE0[205, 206] functionals. As it is well established that
for peptides it is important to take vdW interactions into account[44, 338, 436], we include
in all cases a long-range vdW dispersion correction. Specifically, we employed two schemes,
which were discussed in detail in Section 3.5.3. The first one is the pairwise TS scheme[16],
denoted as “+vdW” in the functional description, and the second one is the recently developed
many-body correction scheme[238, 239] MBD@rsSCS or MBD∗ for short. This means that we
assessed in total four functionals: PBE+vdW, which we used for our conformational search,
PBE+MBD∗, PBE0+vdW, and PBE0+MBD∗. In principle, we would like to compare the energy
hierarchies of all conformers that we have found with our PBE+vdW based search with all
other functionals. However, especially for the PBE0+vdW and PBE0+MBD∗ functionals this
would be too expensive. Thus, for a proof of concept, we concentrated on PBE+MBD∗ first
and re-calculated (including relaxation) the energies of all PBE+vdW conformers obtained from
the force-field search (> 1000 conformers) with PBE+MBD∗. Within the lowest 200 meV, we
did not find any conformer different from C1 to C6. For this reason, we focused for a further
analysis only on C1 to C6. Additionally, we also included the helical conformer with the proton
located close to the C-terminus, as this is also seen to be present (to a small extent) in the
IM-MS experiments (see Fig. 7.4). In order to compare local minima of the corresponding PES,
we also relaxed all structures with the respective functionals. For the PBE-based functionals,
we used tight computational settings[257], while for the PBE0-based functionals we used (for
reasons of computational feasibility) LVL-intermediate settings1 and then followed up on this by
single-point calculations with full tight computational settings. The structural changes upon
relaxation are marginal in all cases, with RMSD values of less than 0.1 Å. The detailed RMSD
values for all conformers are listed in Tab. A.1 in Appendix A. The energy hierarchies obtained
with PBE+MBD∗, PBE+vdW, PBE0+vdW, and PBE0+MBD∗ are illustrated in Fig. 8.14, where
the results for PBE+vdW, i.e., the reference data obtained from the search, are highlighted with
a grey background. Starting from the reference PBE+vdW data and exchanging the pairwise

1These are in principle tight computational settings, but with a smaller basis set. The basis set includes tier1 and the
first basis function from tier2[257] together with additional basis functions for the auxiliary basis set, which is used to
expand the basis products needed for the evaluation of the exchange integral.
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Figure 8.14: Energy hierarchies (horizontal bars) obtained with the PBE+MBD∗, PBE+vdW, PBE0+vdW,
and PBE+MBD∗ functional for the Ac-Lys-Ala19 + H+ structure types C1 to C6 and the helical model with
the proton located at the C-terminus. All energies are given relative to C1. The dashed lines serve as a
guide to the eye and the PBE+vdW reference data from the original search are highlighted with a grey
background.

vdW correction for MBD∗ (PBE+MBD∗), we see that C2 emerges as the most stable conformer
(instead of C1 for PBE+vdW). The change in energy with respect to C1 is about 175 meV. A
similar effect is also seen for the pure helix. When going from PBE+vdW to PBE0+vdW we
see again that C2 is stabilized, being only 5 meV higher in energy than C1. The pure helix is
stabilized as well. Moving then to PBE0+MBD∗ the stabilization mechanisms for C2 by PBE0
and by MBD∗ act together so that C2 emerges as the most stable conformer and, furthermore,
becomes significantly separated from the second-lowest conformer C4 by 120 meV. Notably, the
conformer C3, which was particularly stable in the AmoebaPro13 force field, is not predicted
to be dominant by any of the functionals tested, where all of the functionals should be more
accurate than the AmoebaPro13 force field.

In a next step, we also included rotational and vibrational free-energy contributions at 300 K
(rigid rotor-harmonic oscillator approximation, see Section 5.1.1). For this, we did not recalculate
the normal mode frequencies at the PBE0 or the MBD∗ levels due to the computational cost
involved,2 but employed the results from PBE+vdW. The free-energy hierarchies obtained with
the different functionals are illustrated in Fig. 8.15. The picture stays relatively similar, with
C2 being now even more separated from all other conformers in PBE0+MBD∗, namely by
about 160 meV. While PBE+vdW would rather predict a conformational ensemble with several
structure types co-existing, PBE0+MBD∗ points to C2 as the single dominant conformer. We have
to keep in mind that energy differences of about 200 meV with different functionals are very
small considering the size of the system (220 atoms). In fact, an accuracy of less than 1 meV/atom
is a challenge to any applicable approximate electronic-structure method. However, although
small compared to the error bars of the method, 200 meV is indeed thermodynamically relevant,

2As mentioned in Section 3.5.3.2, the forces for the MBD∗ correction are only available in a finite-difference approach at
present.
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Figure 8.15: Free-energy hierarchies (horizontal bars) obtained with the PBE+MBD∗, PBE+vdW, PBE0+vdW,
and PBE+MBD∗ functional for the Ac-Lys-Ala19 + H+ structure types C1 to C6 and the helical model with
the proton located at the C-terminus. The free energies are calculated based on the harmonic oscillator-rigid
rotor approximation and a temperature of 300 K. Both the vibrational and the rotational contributions to the
free energy are obtained from the PBE+vdW results and not recomputed at the other levels of theory. All
energies are given relative to C1. The dashed lines serve as a guide to the eye and the PBE+vdW reference
data from the original search are highlighted with a grey background.

demonstrating again the (conformational) challenge that we here face. In the following chapter,
we will critically assess the structural predictions by comparing to experimental fingerprints.

For all of the tested functionals, the helix has an energy that would not point to a measurable
helix population in experiment. Still, a small amount of helices is observed in the IM-MS
measurements (cf. Fig. 7.3). This discrepancy could arise for different reasons. First of all, we
might not have identified the lowest-energy helix in our ab initio REMD based structure search.
As discussed in Section 8.4.2, the helix looks reasonable, but it is possible that there could be
a helical structure that is even lower in energy. As we saw in Fig. 8.6, even small structural
rearrangements can already lead to changes of the energy of the order of 100 meV. Another
possibility is an error in the functionals. However, we consider this to be rather remote given the
large predicted energy differences. Finally, the reason could be due to the experiment itself. As
suggested by Jarrold[27], it is likely that the helices originate from dissociation of dimers. If the
energetic barrier is high, they might be trapped in this local minimum.

8.7 SUMMARY

In this chapter, we presented a conformational search for the two peptides Ac-Lys-Ala19 + H+

and Ac-Ala19-Lys + H+. For this, we relied on a combined force field-DFT approach, zooming
into the relevant structure space with increasing accuracy. We first created a huge pool of
force-field conformers based on REMD simulations with total simulation times of 8µs. In order
to identify different structure types, we then clustered snapshots of the trajectories according
to their RMSD. Subsequently, thousands of structures were optimized with DFT (PBE+vdW).
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For the four most important structure types of Ac-Lys-Ala19 + H+, we followed up with REMD
simulations based on DFT with the PBE+vdW functional. Despite the limited simulation time
lengths feasible for peptides of this size (220-440 atoms), we showed that such short (≈ 20-
30 ps) REMD simulations can lead to a refinement of the structure and the energy. While the
structures stayed overall very similar during the simulation, we observed rearrangements of the
hydrogen-bonding network, especially close to the termini.

Within the lowest 170 meV (PBE+vdW) we could identify six different structure types for Ac-
Lys-Ala19 + H+, labelled as C1 to C6. We tested the effect of the PBE and PBE0 functional coupled
with two different vdW corrections schemes on the energy hierarchy. Both the PBE0 functional
and the many-body dispersion correction MBD∗ lead to a stabilization of C2 with respect to
C1. When considering rotational and vibrational free-energy contributions at 300 K, C2 is
separated by 160 meV from all other conformers. On the other hand, PBE+vdW rather predicts a
conformational ensemble with different structures co-existing. The influence of the AmoebaPro13
force field was also tested, which predicts C3 to be the most stable conformer. In contrast to that,
none of the (in principle more accurate) DFT functionals finds C3 to be particularly stable. In
the following chapter, we will assess the structure predictions by comparing to experimental
fingerprints.



9 CONNECTING TO EXPERIMENT

In this chapter, we will connect the first-principles structure predictions for Ac-Lys-Ala19 + H+

discussed in the previous chapter to experimental fingerprints. For this, we have both collision
cross sections (CCSs) obtained from ion mobility-mass spectrometry (IM-MS) measurements
and infrared multiphoton dissociation (IRMPD) spectra available. The measurements were
performed by Stephan Warnke, Kevin Pagel, Peter Kupser, and Gert von Helden working in the
Molecular Physics Department of the Fritz Haber Institute.

9.1 ION-MOBILITY MASS-SPECTROMETRY

As discussed in Section 7.1.1, the arrival times measured in the IM-MS experiments can be
converted to CCSs. Those can then be compared to CCSs calculated for the predicted structures.
As described in Section 7.1.1.1, there are different methods to calculate CCSs, namely the
projection approximation (PA)[364], the trajectory method (TJM)[366, 367], and exact hard-
sphere scattering (EHSS)[369]. We calculated CCSs for the lowest-energy Ac-Lys-Ala19 + H+

compact monomers C1 to C6 and the helical models of monomers and dimers (see previous
chapter) with all three methods. The results are listed in Tab. 9.1 together with the experimental
CCSs.

All methods yield qualitatively the same trend, i.e., the dimers have the largest CCSs, and
the compact monomers have the lowest CCSs. In detail, we find that PA yields smaller CCSs
than TJM, while EHSS yields larger ones. The main reason for this is that EHSS overestimates
multiple scattering events of the molecule with the buffer gas atom, which slows the molecule
down more than a single scattering event. On the other hand, PA does not account for multiple
scattering events[365–368]. For smaller molecules this effect becomes less important and the
numbers obtained with PA and TJM should thus become more similar. This is also what we
observe for the smaller peptides (90 – 108 atoms) considered in Part III/Chapter 12 of this thesis.
The description used in TJM is the most accurate one and is thus generally understood to be most
reliable[26, 365]. This is why we will focus on these values for the comparison to experiment. C1
and C3, the compact conformers with the lowest helical content (cf. Tab. 8.2 and Fig. 8.8), yield
very similar CCSs that are 16 and 17 Å2 lower than the experimental one. The compact structure
types with the largest helical content C2, C4, C5, and C6 (cf. Tab. 8.2 and Fig. 8.8) have also very
similar CCSs. They perfectly match the experimental value with deviations of less than 1 %.

In the IM-MS experiments, the width of the peak assigned to the compact monomers is very
narrow (cf. Fig. 7.4). In fact, as can be seen in the same figure, the width is even a bit smaller
than the width of the peak for Ac-Lys-Ala19 + Na+, which is expected to reflect the presence
of only one (helical) conformer. Such a narrow peak width for Ac-Lys-Ala19 + H+ can arise

135
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Table 9.1: Collision cross sections (CCSs) for Ac-Lys-Ala19 + H+ helical dimers (cf. Fig. 8.10), compact
monomers C1 to C6 (cf. Fig. 8.8), and helical monomer models (H+ located close to the C-terminus or at
the N-terminal lysine, cf. Fig. 8.12). We calculated the CCSs with the projection approximation (PA)[364],
the trajectory method (TJM)[366, 367], and exact hard sphere scattering (EHSS)[369]. All methods were
discussed in Section 7.1.1.1. For PA we used a standard deviation of 0.2 % and for EHSS 0.5 %. For TJM
we employed the Hirshfeld[237] charges of the PBE density and 500,000 trajectories per structure, which
resulted in standard deviations of less than 1 %. The experimental values were measured by Stephan
Warnke, Kevin Pagel, and Gert von Helden working in the Molecular Physics Department of the Fritz
Haber Institute. All CCSs are given in units of Å2.

Helical dimers Compact monomers Helical models
D1 D2 C1 C2 C3 C4 C5 C6 H+ near H+ at

C-term. Lys
PA 528 520 299 315 295 316 312 314 367 371
TJM 571 561 308 325 307 326 323 326 367 373
EHSS 593 587 318 336 323 340 337 343 392 396
Exp. —(a) 324 371

(a) intensity too low for a reliable CCS determination

for different reasons. One scenario is the presence of only one conformer or an ensemble of
co-existing conformers, which have essentially the same CCS. The third scenario is that many
structures with different CCSs rapidly interconvert on the time scale of the measurement so
that only a single peak corresponding to the average CCS is observed (see, e.g., Ref. [413]). As
we cannot determine barriers, we cannot assess the second possibility here. However, such a
scenario could potentially match all of the different predictions by the different methods tested
in Section 8.6. Apart from that, we can state the following facts and conclusions. C1 and C3
(group A) have essentially the same CCSs and the same applies to C2, C4, C5, and C6 (group
B). If both a structure of group A and a structure of group B were co-existing (and not rapidly
interconverting) in the experimental beam to a measurable extent, one would observe two peaks
in the arrival time distribution (ATD).1 As detailed above, the comparison of measured and
calculated CCSs points to group B, i.e., C2, C4, C5, and C6. However, we cannot tell from the
experiment if all structure types of group B co-exist or if there is one dominant conformation.

We can now turn to the structure predictions of the PBE+vdW, PBE+MBD∗, PBE0+vdW,
and PBE0+MBD∗ functionals and the AmoebaPro13 force field discussed in Section 8.6. Amoe-
baPro13 predicts C3 and C4 to be the two dominant conformers, with very similar energies. A
co-existence of both conformers would yield two peaks in the experiment, which is in disagree-
ment with the actual observation (one peak). PBE+vdW predicts C1 to be the most probable
conformer, while the experiment rather points to C2, C4, C5, or C6. Additionally, PBE+vdW also
predicts other conformers to contribute, e.g., C2, which would yield two peaks in the experiment
(there is only one though). Based on similar considerations, neither the PBE+MBD∗ nor the
PBE0+vdW predictions match the experiment. PBE0+MBD∗ predicts C2 to be basically the only
conformer that should be present at 300 K. This scenario would be in agreement with the IM-MS
measurements.
1This was also confirmed by Kevin Pagel (Private Communication, 2014).



9.2 IR spectroscopy 137

9.2 IR SPECTROSCOPY

While the CCS gives an overall measure of the shape of the peptide, the infrared (IR) spectrum
would be expected to be more sensitive to the actual conformation (as discussed in Section 5.2).
For this reason, we now turn to a comparison of our structure predictions to fingerprints from
IRMPD spectroscopy. As a quantitative measure of agreement between the spectra, we again
employ the Pendry reliability factor[337], which we have introduced in Chapter 6. We will also
refer to it as the R-factor or RP in the following. As the Pendry reliability factor is sensitive to
small kinks or wiggles in the spectra, the experimental raw data has to be smoothed before being
compared to the theoretical spectra. In order not to oversmooth the spectra, we first splined the
raw data on a grid with a spacing of 2 cm−1. Afterwards the spectra were smoothed twice using
a three-point formula

ỹn =
yn−1 + 2yn + yn+1

4
. (9.1)

Subsequently, the spectra were splined on a fine numerical grid with a spacing of 0.5 cm−1

to perform the R-factor calculations. The raw data compared to the smoothed data for the
measurements of both Ac-Lys-Ala19 + H+ and Ac-Ala19-Lys + H+ are displayed in Fig. 9.1.
Most importantly, the figure shows that no features were lost during the smoothing process. As
discussed in Chapter 6, the R-factor is calculated including a rigid shift ∆x of the theoretical
spectrum along the wavenumber axis. This shift most probably reflects systematic mode
softening due to the exchange-correlation (XC) functional and the neglect of nuclear quantum
effects. Additionally, we here also allow for a shift ∆y along the normalized intensity axis to
account for possible offsets in experiment. We here note that for the experiment of Ac-Lys-Ala19

+ H+ we have two data sets available, which look very similar although they originate from
completely different measurement cycles. We discuss the spectrum with the better resolution
here in the main text, while all details for the second spectrum can be found in Appendix A. The
comparisons with the theoretical spectra yield essentially the same results for both experimental
spectra.

In a first step, we calculated IR spectra in the harmonic approximation. For this, we considered
the Ac-Lys-Ala19 + H+ helical dimers D1 and D2 (cf. Fig. 8.10), the helical models with both
the proton located at the N-terminal lysine or close to the C-terminus (cf. Fig. 8.12), and the
compact monomers C1 to C6. For comparison, we also calculated the harmonic IR spectrum
for the lowest-energy α-helical conformation of Ac-Ala19-Lys + H+. The spectra are illustrated
in Fig. 9.2. We both show the wavenumber region between 1100 and 1750 cm−1 and the region
between 2000 and 4000 cm−1. The dotted lines indicate the positions of the amide I and II peaks
for the α-helical Ac-Ala19-Lys + H+. As discussed in Section 7.3 (cf. Fig. 7.4), in the experimental
spectra the amide II peak of Ac-Lys-Ala19 + H+ is red-shifted by about 10 cm−1 compared to
the spectrum for Ac-Ala19-Lys + H+. In the comparison of the calculated harmonic spectra of
the Ac-Lys-Ala19 + H+ conformers with the helical Ac-Ala19-Lys + H+, we see that the amide II
peak of Ac-Ala19-Lys + H+ agrees with the peak position of the amide II band for both the helical
dimers and the helical monomer with the proton close to the C-terminus. In contrast, for all
compact monomers C1 to C6 of Ac-Lys-Ala19 + H+, the amide II peak is red-shifted compared
to Ac-Ala19-Lys + H+. This agrees with the IM-MS observation (cf. Fig. 7.4) that predominantly
compact monomers are present in experiment.
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Figure 9.1: Comparison of raw and smoothed experimental IRMPD spectra for (a) Ac-Ala19-Lys + H+ and
(b) Ac-Lys-Ala19 + H+. The spectra were measured by Stephan Warnke, Kevin Pagel, Peter Kupser, and
Gert von Helden working in the Molecular Physics Department of the Fritz Haber Institute.
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Figure 9.2: (I) IR spectra calculated in the har-
monic approximation (PBE+vdW) for all struc-
ture types of Ac-Lys-Ala19 + H+ predicted from
the first-principles search in Chapter 8: (a) Heli-
cal dimers D1 and D2 (cf. Fig. 8.10), (b) helical
monomer models with the proton located at the N-
terminal lysine residue or close to the C-terminus
(cf. Fig. 8.12), (c) compact monomers C1 to C6 of
Ac-Lys-Ala19 + H+ (cf. Fig. 8.8). (d) Ac-Ala19-
Lys + H+: lowest-energy α-helical conformer (cf.
Fig. 8.9a). The dotted lines serve as a guide to the
eye to illustrate the amide I and II peak positions
for the helical Ac-Ala19-Lys + H+.

All spectra are convoluted with a Gaussian function with a variable width of σ = 0.5 % of the wavenumber
in the region between 1100 and 1750 cm−1 and with a constant convolution of σ = 5 cm−1 between 2000
and 4000 cm−1. The spectra are not shifted nor scaled. The intensity is normalized to the highest peak in
the respective wavenumber region. (II) Experimental spectra.



140 Connecting to experiment

Table 9.2: Pendry reliability factors (RP) calculated between the harmonic IR spectra (PBE+vdW) of the
different structure types of Ac-Lys-Ala19 + H+ and the experimental spectrum measured for Ac-Lys-Ala19

+ H+ in the wavenumber region between 1130 and 1736 cm−1. In addition, the rigid shifts ∆x along
the wavenumber axis and ∆y along the normalized intensity axis are given. The same is shown for the
lowest-energy (PBE+vdW) α-helical conformer of Ac-Ala19-Lys + H+ and the experimental spectrum
of Ac-Ala19-Lys + H+. For the R-factor calculation the harmonic stick spectra were convoluted with a
Gaussian function with a variable width of σ = 0.5% of the wavenumber.

Conformation RP ∆x (cm−1) ∆y

C1 0.47 13.0 0.045
C2 0.32 11.5 0.025
C3 0.39 10.5 0.025
C4 0.28 16.0 0.015
C5 0.37 12.0 0.010
C6 0.38 13.0 0.025
D1 0.48 10.5 0.020
D2 0.52 9.0 0.000
Ac-Lys-Ala19 + H+, helix, 0.58 8.0 0.005(H+ near C-term.)
Ac-Lys-Ala19 + H+, helix, 0.76 21.0 0.000(H+ at N-term. Lys)
Ac-Ala19 + H+, helix 0.42 12.0 0.010

Except for the spectrum of the helical monomer with the proton located at the N-terminal
lysine, the spectra for the different conformations of Ac-Lys-Ala19 + H+ look overall relatively
similar at a first glance. However, upon closer inspection there are considerable differences
reflected by shifted or split peaks. This is also confirmed by the R-factors calculated between
the theoretical and the experimental spectra, which are shown in Tab. 9.2. As Ac-Ala19-Lys
+ H+ is without doubt α-helical, we take its R-factor of 0.42 between experiment and theory
as a reference. All helical models of Ac-Lys-Ala19 + H+ have R-factors that are higher than
0.42. The compact monomers generally show a better agreement than the helical dimers and
helical monomers (however, this changes for the anharmonic spectra as discussed later in the
text). Except for C1, all R-factors are lower than 0.42. C4 and C2 give the best agreement with
R-factors of 0.32 and 0.28, respectively.

As expected (and discussed in Section 5.2) the IR spectra are even more structure sensitive
in the wavenumber region between 2000 and 4000 cm−1, which is also depicted in Fig. 9.2. In
this regime, very localized hydrogen stretching modes are probed, making this region very
conformer sensitive. However, no experimental data are available in this range to compare to.

The spectra discussed so far were calculated based on the harmonic approximation. In the
next step, we follow up with the computation of IR spectra derived from molecular dynamics
(MD) simulations with 〈T 〉 = 300 K. Benchmarks presented in Chapter 6 showed that a long run
of 25 ps length should yield reliable results. Due to the high computational cost,2 we only chose
the most important structure types to calculate the anharmonic IR spectra, namely the compact
monomers C1 to C4 of Ac-Lys-Ala19 + H+ and the helical model with the proton located close
to the C-terminus.

As before, we convoluted the spectra with a Gaussian function. For this, we found a variable
width of σ = 0.5 % of the wavenumber to reflect the broadening present in experiment best. Of

2Such a simulation takes approximately 57 days on 384 cores of the thnec cluster (hexa-core Intel Westmere X5650
processors).
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Figure 9.3: IR spectra derived from PBE+vdW MD simulations (in the NVE ensemble with 〈T 〉 = 300 K,
time step: 1 fs) for the Ac-Lys-Ala19 + H+ conformers C1 to C4 (a) and the helical model with the proton
located at the C-terminus (b). All spectra are convoluted with a Gaussian function with a variable width of
σ = 0.5 % of the wavenumber in the region between 1130 and 1736 cm−1 and with a constant convolution of
σ = 5 cm−1 between 2500 and 3700 cm−1. The intensity is normalized to the highest peak in the respective
wavenumber region. For the wavenumber region between 1130 and 1736 cm−1 the Pendry reliability factor
(RP) is given with the corresponding rigid shift ∆x. The theoretical spectra are shifted accordingly. The
black lines denote the experimental data. The insets show the wavenumber region between 1130 and
1450 cm−1.
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course, the exact convolution is to a certain extent a matter of taste, but different convolutions
would not change the general picture. The anharmonic IR spectra are compared to the exper-
imental spectrum in the wavenumber region between 1130 and 1736 cm−1 at the left side of
Fig. 9.3. In the plots, the corresponding Pendry reliability factors are given and the theoretical
spectra are shifted rigidly by ∆x, which is given in the plots as well. The shifts ∆y are not shown
in the figure, but detailed in Appendix A.5. As with the harmonic IR spectra, the anharmonic
spectra feature a considerable variation of the peak positions and peak shapes. In agreement
with the results for the harmonic IR spectra, C1 gives a rather poor match with the experimental
spectrum compared to the other conformers. In contrast, the conformer with the best match
(based on theR-factor) is the helical model with the proton located at the C-terminus (RP = 0.29).
C2, C3, and C4 yield similarly good R-factors (RP = 0.31, 0.33, and 0.34, respectively). How-
ever, the peak width of the experimental amide I band is matched much better by the compact
monomers than by the helical model.

The wavenumber region between 2500 and 3700 cm−1 is plotted on the right side of Fig. 9.3.
As mentioned above, for this region there are no experimental data available. As already seen
for the harmonic spectra (cf. Fig. 9.2), this region is more structure sensitive. The predicted IR
intensity for the helical monomer is rather concentrated around 3400 cm−1, while for C1, C3,
and C4 it is more spread out. The spectrum of C2, on the other hand, is very similar to the helical
monomer. This probably results from the high helical content of C2 (cf. Tab. 8.2 and Fig. 8.8).

Based on this, we can conclude as follows. In the wavenumber region between about 1000
to 2000 cm−1, IR spectroscopy cannot safely distinguish between helical and compact confor-
mations. This might also be the reason for the similarity of the experimental IRMPD spectra
for Ac-Ala19-Lys + H+ and Ac-Lys-Ala19 + H+ discussed in Section 7.3 (cf. Fig. 7.4). However,
there is some structure sensitivity in the IR spectra. Most likely, e.g., C1 is not present (or only
to a small extent) in experiment. This is in agreement with the IM-MS results. For C3, on the
other hand, the situation is not that clear. While the IM-MS measurements suggest that C3 is
not present in experiment, the agreement of the calculated IR spectrum with the experimental
one is rather good. However, this does not mean that C3 has to be present in experiment –
other conformers show a similarly good agreement of their IR spectrum with experiment and IR
spectroscopy might not be structure sensitive enough to reveal the differences.

We can now again turn to the structure predictions by the different methods tested in Sec-
tion 8.6. PBE+vdW would predict C1 as the dominant conformer, which is in disagreement with
the rather poor similarity of the anharmonic IR spectrum with the experimental one. PBE0+vdW
and PBE+MBD∗ both favor C2, but only for PBE0+MBD∗ C2 should be the only dominant
conformer. This would be in accord with the good agreement of the calculated IR spectrum for
C2 with experiment. AmoebaPro13 predicts C3 and C4 to be almost equally stable, where both
calculated spectra yield a good agreement with experiment.

9.3 SUMMARY

In this chapter, we connected the first-principles theoretical predictions for Ac-Lys-Ala19 + H+

to experimental fingerprints. We compared CCSs determined using IM-MS measurements
to calculated CCSs. The computation of the CCSs employs empirical potentials, while the
geometries of the structure types were determined based on PBE+vdW. From the comparison of
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the experimental and theoretical CCSs we can infer that the least helical conformers C1 and C3
should not be the most probable structure candidates. On the other hand, the calculated CCSs
for C2, C4, C5, and C6 perfectly match the experimental values.

Using the Pendry reliability factor, we compared IR spectra derived from MD simulations
with the experimental IR spectrum for Ac-Lys-Ala19 + H+ in the wavenumber region between
1130 and 1736 cm−1. The spectra of C2, C3, C4 and the helical model yield a similarly good agree-
ment with experiment. However, the helical model should hardly be populated in experiment
according to the IM-MS data. We thus find that IR spectroscopy cannot reliably differentiate
between fully helical and more compact conformers in the region between 1000 and 2000 cm−1.
The spectral similarity of the experimental IRMPD spectrum of the helical Ac-Ala19-Lys + H+

and Ac-Lys-Ala19 + H+ may thus also be attributed to a lack of sufficient structure sensitivity.
However, there is a level of resolution where we can draw conclusions, namely that C1 should
not be present, as the agreement of the experimental and the calculated IR spectra for C1 is
rather poor. This is also in agreement with the CCS comparisons.

The wavenumber region between 2500 and 3700 cm−1 proves to be more structure sensitive.
However, there are no experimental data available to compare to.

We critically assessed the structural predictions by the AmoebaPro13 force field and the
PBE+vdW, PBE+MBD∗, PBE0+vdW, and PBE0+MBD∗ functionals by comparing to the experi-
mental fingerprints. With respect to the IM-MS measurements, all structure predictions could
potentially agree with a scenario of rapidly interconverting conformers, which would lead to
only one peak in the experimental ATD corresponding to the average CCS. In a scenario of a
co-existing conformers according to their relative free energies, only the PBE0+MBD∗ functional
yields a prediction that matches the IM-MS data. PBE0+MBD∗ predicts C2 to be the only domi-
nant conformer at room temperature (300 K), which also matches the IRMPD data. In summary,
both experiments and theory (PBE0+MBD∗) could thus agree on C2 as “the” outstanding con-
former. PBE0+MBD∗ is also the method that yielded the best results for Ac-Phe-Ala5-Lys(H+) in
a recent benchmark by Rossi et al.[247].
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10 FIRST-PRINCIPLES STRUCTURE

PREDICTIONS FOR

AC-β2HALA6-LYS(H+)

After having addressed the conformational challenge of a large natural 20-residue peptide in
Part II of this thesis, in Part III we concentrate on non-natural β-peptides with an artificially
increased structure space. From a biochemical point of view, β-peptides are interesting as
they could be used as artificial modulators of protein function (see Section 2.4 for a detailed
discussion). As discussed in Chapter 2, compared to the natural α-amino acids, β-amino
acids have one additional methylene (CH2) group in the backbone (see Fig. 10.1a for a direct
comparison). This backbone extension of β-peptides leads to one additional torsional degree
of freedom per residue (see Section 2.4 and Fig. 2.14) yielding in turn an even more complex
conformational space.

In the following chapters, we investigate the influence of such an increased backbone flexibility
on the structure space by comparing a β-peptide to its related α-peptidic sequence. As discussed
extensively in previous chapters, the peptide series Ac-Alan-Lys(H+) with n ' 6-19, forms
α-helices in the gas phase[17, 25–28, 338, 347]. This is due to a favorable interaction of the
charge at the lysine residue with the helix dipole and a hydrogen bond capping of the dangling
C-terminal backbone carbonyl oxygens by the lysine NH+

3 group. Here we transfer this design
principle to β-peptides in order to examine whether still helical structures are enforced despite
the increased conformational flexibility. For this, we exchange the alanine amino acid for its
equivalent β-amino acid, β2hAla, which stands for (R)-β-aminoisobutyric acid.1 Specifically,
we concentrate on Ac-β2hAla6-Lys(H+). We address the challenge of the artificially increased
conformational space by performing two independent first-principles structure search strategies
with particular regard not to overlook any helical conformers.

In Chapter 11, we then contrast the structure spaces and conformational preferences of Ac-
β2hAla6-Lys(H+) and its related α-peptide Ac-Ala6-Lys(H+). To critically assess how far we can
push the PBE+vdW level of theory for increasing flexibility, we analyze the impact of different
exchange-correlation functionals and compare the structural predictions to experimental ”finger-
prints” from infrared multiphoton dissociation (IRMPD) and ion mobility-mass spectrometry
(IM-MS) measurements in Chapter 12. These were performed by Stephan Warnke, Gert von
Helden, and Kevin Pagel working at the Molecular Physics Department of the Fritz Haber Insti-
tute, Berlin. The energy hierarchies and conformers for the natural peptide Ac-Ala6-Lys(H+)

1As discussed in Section 2.4, the nomenclature β2 indicates that the methyl group is substituted at the Cβ atom [see
Fig. 10.1a)].
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are based on previous work performed in our group by Mariana Rossi[17, 28]. However, all
additional results based on the latter [collision cross sections (CCSs) or infrared (IR) spectra] are
the work of this thesis.

10.1 EQUIVALENT H-BONDING PATTERNS IN HELICES OF α-

AND β-PEPTIDES

As discussed in Section 2.4, helix types with hydrogen bonds (or H-bonds) pointing along
the sequence direction, in opposite direction or alternating direction (”mixed” helices) have
been found in β-peptides[18, 19, 69, 70, 72–74, 77, 79–81]. Due to the location of the charge at
the lysine residue close to the C-terminus[26], our design should strongly favor helices with
H-bonds, and thus a helix dipole, pointing in opposite sequence direction similar to helices
in natural α-peptides. Helices of α- and β-peptides with equivalent H-bonding patterns are
directly compared in Fig. 10.1c. Hydrogen bonds between the backbone carbonyl oxygen of
residue i and the NH group of residue i+ 5 lead to a π-helix in α-peptides with 16 atoms in the
hydrogen-bonded pseudocycles (cf. Fig. 10.1b). In a β-peptide the equivalent H-bonding pattern
leads to hydrogen-bonded pseudocycles that contain 20 atoms. For this reason the corresponding
helix is denoted as H20-helix. The H12-helix in β-peptides has the H-bonding pattern i← i+ 3,
resembling the 310-helix of α-peptides. The most prominent helix in α-peptides, the α-helix has
the H-bonding pattern i← i+ 4. The equivalent pattern in a β-peptide leads to the H16-helix.
Surprisingly, despite many efforts[69, 71, 72, 77, 79, 90, 105, 437, 438] there has been no evidence
for the existence of the H16-helix. There are only hints that stem from a Hartree-Fock study[74]
and diffraction experiments on nylon-3 derivatives[62, 111].

The color code introduced in Fig. 10.1, namely green for π- or H20-helices, red for α- or
H16-helices, and blue for 310- or H12-helices will be used throughout the rest of this thesis.
Non-helical structures are color-coded in grey. For reasons of clarity, non-polar hydrogens are
omitted in structural representations.

10.2 ASSESSING THE CONFORMATIONAL SPACE OF

AC-β2HALA6-LYS(H+)

In order to sample the conformational space of Ac-β2hAla6-Lys(H+) we again adopt a two-
step strategy, where we first create a large conformational pool based on force field (OPLSAA)
simulations and then carry out a refinement based on density-functional theory (DFT) using the
PBE+vdW functional[15, 16]. In fact, we perform two individual searches of this kind. The first
strategy is based on a series of basin-hopping searches, which will be addressed in Section 10.2.3,
while the second strategy relies on replica-exchange molecular dynamics (REMD), and is covered
in Section 10.2.5. In order to judge the performance of the two search strategies we subsequently
compare the outcome of the two approaches. As mentioned above, we are especially interested
in the potential of β-peptides to form helical structures. For this reason, we take particular care
not to overlook helical structures in our conformational searches.
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Figure 10.1: a) Schematic representation of the chemical formula of α- and β-peptides. They differ by one
methylene group (CH2) in the backbone per amino-acid residue. b) Scheme of possible hydrogen bond
patterns for α-peptides (m = 1) and β-peptides (m = 2). c) Sketch of a π-helix (i← i+ 5) in α-peptides
and the equivalent H20-helix (i ← i + 5) in β-peptides, an α-helix and a H16-helix (i ← i + 4), and a
310-helix and a H12-helix (i← i+ 3). Non-polar hydrogens are omitted for clarity. The extra carbon atom
in β-peptides is highlighted in yellow. The color code, namely green for H20-helices, red for H16-helices,
and blue for H12-helices is used throughout the rest of this thesis.
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10.2.1 DETAILS OF CONFORMATIONAL ANALYSIS

As in Part II of this thesis, DFT-based structure optimizations are always performed in two steps.
First, the structures are relaxed with light computational settings and afterwards the lowest-
energy structures are further relaxed with tight computational settings[257], where the forces
were converged down to 5 · 10−3 eV/Å. All energies that are explicitly reported or discussed are
calculated with tight computational settings unless stated otherwise.

For the analysis of the conformers found in our structure searches, we sort the conformers
into families according to their hydrogen-bond pattern. A hydrogen bond (H-bond) is defined
to be present if the distance between the hydrogen and acceptor is less than 2.5 Å. From each
family, the member with the lowest energy is selected as the representative of the family so
that energy hierarchies or structure representations given for a specific family always refer
to the corresponding representative member. Predominantly, we separate hydrogen-bond
families into H12-helices, H16-helices, H20-helices or miscellaneous. Structural representations
of these families are displayed with blue, red, green, or gray ribbons, according to the color
code introduced earlier in this chapter. In order to decide to which group a family belongs, we
take the corresponding hydrogen-bond pattern as a basis. However, for instance, an H-bond
between a residue i+ 5 and i (H20-helical) can be involved in a helical twist, but may also be
involved in a different kind of structure element such as a turn. Only multiple H-bonds of the
same helical character formed in a row are a clear indicator of a corresponding helical structure.
However, as our peptide of choice, Ac-β2hAla6-Lys(H+), only contains six β2hAla residues and
one lysine residue, only a small number of helical hydrogen bonds are possible at all. This is
illustrated in Fig. 10.2. When not taking into account the oxygen of the acetyl group, there are
only two possibilities for H20-helical hydrogen bonds. These two possible hydrogen bonds are
highlighted in pink in Fig. 10.2a. For a H16 helix there are three possible H-bonds (see Fig. 10.2b)
and for a H12-helix there are four possible hydrogen bonds (see Fig. 10.2c) also highlighted in
pink. In order to identify helical structure families, we picked all families that had at least one
H20-helical bond or two H16- or H12-helical bonds, when not taking into account the acetyl
group. For these helical candidates we performed a visual check in order to finally judge if they
are helices or not. The possible involvement of the oxygen of the acetyl group in a hydrogen
bond is not included in the above considerations as it is at the terminus of the peptide, which is
the most flexible part.

10.2.2 ASSESSMENT OF THE OPLSAA FORCE FIELD

As a first step in both conformational search strategies we perform a global sampling of the
structure space based on force-field simulations in order to generate input structures that are
relaxed with DFT in the subsequent step. As in Part II of this thesis, we employed the OPLSAA
force field[143]. However, the force field lacks explicit parameters for the additional CH2 group
present in the β-amino acid. To account for this, we here adopted the CH2 parameters given for
alkanes in the force field. In order to ensure that the force field with the additional parameters
for the CH2 group yields reasonable results, we performed a series of tests. For this, we used the
β-peptide Ac-β2hAla-NMe as a benchmark system, which is illustrated in Fig. 10.3. It contains
two peptide bonds with the corresponding torsional angles ω1 and ω2. Between the two peptide
bonds, there are three rotatable backbone bonds, with the corresponding dihedral angles labelled
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Figure 10.2: H20 (a), H16 (b), and H12 (c) helical conformations of Ac-β2hAla6-Lys(H+) exhibiting all
corresponding helical hydrogen bonds that are possible within this small peptide (highlighted in pink).
Additionally, for the H16-helix and the H12-helix hydrogen bonds in the ”middle” of the helix are labelled
a and b, and a, b, and c, respectively.
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Figure 10.3: Structural representation of the Ac-β2hAla-NMe conformer that was used as the initial point
to create the dihedral-energy plots. The dihedral angles are marked accordingly. The numbers denote the
atom number of the specified atom.
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as φ, θ, and ψ, as it was explained in Chapter 2 and Fig. 2.14. Starting from the geometry depicted
in Fig. 10.3, we changed the value of the torsional angles from −180◦ to +180◦ in steps of 5◦ for
one torsion at a time, leaving the other dihedral angles at their initial values. For each structure
we calculated the single-point energies both using the OPLSAA force field and with PBE+vdW
(light computational settings). Figure 10.4a shows the OPLSAA and PBE+vdW energies as a
function of the dihedral angle φ. At φ = 30◦, atoms number 2 and 6 (cf. Fig. 10.3) come very
close as illustrated in the upper panel of Fig. 10.4a. While the relative DFT energy rises to about
4.5 eV, the force-field energy has a maximum at about 1327 eV. In the dihedral-energy plot
for θ (Fig. 10.4b) there are three maxima in the relative energy of the force field. Each of them
coincides with steric clashes of two atoms as depicted in the upper panel of Fig. 10.4b. The DFT
energy curve responds much more softly to these interferences than the force field energy. One
reason for this is that in the OPLSAA force field, the partial charges are fixed and no charge
redistribution, i.e., screening, is possible. The behavior of the force-field energy curve and the
DFT energy curve for the dihedral energy plot of ψ is relatively similar (Fig. 10.4c), although
again the DFT curve is much smoother.

In general, the dihedral-energy plots for the angles φ, θ, andψ show the same trends. Although
they differ in the details, they agree on the global minima. Due to the partial double-bond
character, the peptide bond is planar and the corresponding torsional angle ω adopts either
angles around 0◦ (cis) or around −180/180◦ (trans) (see also Chapter 2). We thus expect the
energy as a function of ω to show minima at 0◦ and −180/180◦ and maxima in between. As
illustrated in Fig. 10.5b, for ω2 (cf. Fig. 10.3) we find exactly this behavior for both the force field
and PBE+vdW. For ω1 (cf. Fig 10.3) we find it for PBE+vdW, too, while the force-field energy
curve exhibits two additional maxima at positions where again two atoms come very close (as
depicted in the upper panel of Fig. 10.5a). As a test, we calculated the same dihedral-energy plot
for ω1 based on a different initial geometry of Ac-β2hAla-NMe where no clashes between atoms
occur upon the change of ω1. As illustrated in Fig. 10.6, in this case we find the same smooth
behavior of the OPLSAA curve as in Fig. 10.5b for ω2.

All previous tests were performed for Ac-β2hAla-NMe. As a next step, we performed a
consistency check for Ac-β2hAla6-Lys(H+). For this, we chose the lowest 100 OPLSAA structures
(found in the basin-hopping search, which will be explained in the following section) and relaxed
them with PBE+vdW (light settings). Figure 10.7 shows histogram plots of the relative frequency
of occurrence of the different values for the dihedral angles ω, φ, θ, and ψ. The distributions for
the force-field structures and the relaxed PBE+vdW structures are relatively similar.

In summary, although we find that the force-field and PBE+vdW results disagree in the
details, they seem to give similar trends. With this caveat in mind, we will use the augmented
force field to create a (large) pool of structure candidates for relaxation with DFT. As it is crucial
to ensure that the most important conformers for Ac-β2hAla6-Lys(H+) are identified by our
conformational search, we will independently assess the two search strategies in the following
and compare their outcome.

10.2.3 SEARCH STRATEGY 1: BASIN HOPPING

This section is devoted to carefully assess the capabilities and limitations of the first strategy we
used to explore the conformational space of Ac-β2hAla6-Lys(H+). As discussed earlier in this
chapter, we adopt a two-step approach. In the first step, we perform a global sampling of the
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Figure 10.4: OPLSAA and PBE+vdW (light computational settings) energies as a function of the torsional
angles (a) φ, (b) θ, and (c) ψ for the Ac-β2hAla-NMe reference structure shown in Fig. 10.3. All energies are
given with respect to the conformation with the lowest energy. The upper panels in (a) and (b) illustrate
the distance d(n,m) between atoms n and m when varying the corresponding torsional angle. The atom
numbers are specified in Fig. 10.3.
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Figure 10.5: OPLSAA and PBE+vdW (light computational settings) energies as a function of the torsional
angles (a) ω1 and (b) ω2 for the Ac-β2hAla-NMe reference structure shown in Fig. 10.3. All energies are
given with respect to the conformation with the lowest energy. The upper panel in (a) illustrates the
distance d(n,m) between atoms n and m when varying ω1. The atom numbers are specified in Fig. 10.3.
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Figure 10.6: OPLSAA energies as a function of the torsional angle ω1 for the Ac-β2hAla-NMe reference
structure that is shown in the upper part of the figure. All energies are given with respect to the conforma-
tion with the lowest energy.
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Figure 10.7: Normalized dihedral-angle distribution for the 100 lowest-energy OPLSAA conformers (red-
bordered bars) resulting from the basin-hopping search (discussed in Section 10.2.3). The grey-shaded bars
show the same for the conformers after being relaxed with PBE+vdW (light computational settings).

conformational space with a series of basin-hopping searches using the OPLSAA force field. In
the second step, thousands of force-field conformers are relaxed with DFT using the PBE+vdW
functional.

The basin-hopping technique employed here for Ac-β2hAla6-Lys(H+) was already discussed
in Section 4.2.1. Three parameters need to be specified:

• The number of torsional eigenvectors (search directions) Nmodes, along which the system
is perturbed in order to search for new minima,

• an energy threshold ε, which serves to decide if two structures are considered to be the
same or not, and

• an energy cut-off value ∆ above which all newly found minima are discarded.

For the latter we chose ∆ =50 kcal/mol (2.2 eV), which should cover the relevant energy range.
In order to test the convergence of the search with respect to the number of torsional eigenvectors
taken into account, we subsequently increased the number of search directions with ε set to
10−4 kcal/mol. We used search directions between 2 and 35 and all runs were started from the
same initial structure. This initial structure was the global minimum found in a preceding initial
basin-hopping search attempt. All searches also find this initial structure to be the lowest-energy
structure. However, the total number of conformers and also the number of conformers in
the lowest-energy regime (2, 5, 8, and 10 kcal/mol) differ and converge only slowly with the
number of search directions as illustrated in Tab. 10.1. The number of conformers found is huge
(∼ 106). With 35 search directions we find about 15,000 conformers in the lowest 8 kcal/mol
(0.35 eV) regime. For the α-peptide Ac-Ala6-Lys(H+) there were only about 1,000[17]. This
increase in structures is due to the higher flexibility of the backbone of Ac-β2hAla6-Lys(H+).
We rank all conformers that were found according to their relative force-field energy, with the
lowest-energy conformer having index 1, the second-lowest index 2 and so on. Figure 10.8
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Table 10.1: Convergence behavior of the number of conformers found in basin-hopping searches with
increasing numbers of search directions Nmodes.

Nmodes Nconf Nconf in lower
2 kcal/mol 5 kcal/mol 8 kcal/mol 10 kcal/mol

2 201851 15 222 1168 2690
5 272677 77 1092 5432 11449

10 298217 101 1807 9337 18627
12 304033 109 2015 10534 20510
15 308482 115 2156 11535 22172
20 313335 120 2408 12753 24163
25 316165 118 2491 13499 25352
30 317682 119 2536 13904 26004
35 318705 120 2593 14234 26543

shows the relative energy of all conformers found as a function of the ranking index for all
different number of search directions used. The curves slowly converge for increasing number
of search directions. Notably, the shape of the curves follow a ”funnel plus tail” behavior, where
the funnel incorporates approximately the lowest 8 kcal/mol energy regime as indicated in
the figure by the pink line. The tail has a slope of approximately 10−4 kcal/mol, which is the
energy-convergence threshold ε used to decide if two conformers are considered to be the same
or not. This means that the tail regime is a sort of continuum region of conformers, where
we find approximately one structure per ε interval. This implies in turn that there might be
other structures that are overlooked by the search as they have the same (on the order of ε)
force-field energy as a conformer found at an earlier stage. To analyze this, we attempted to
decrease ε to 10−5 kcal/mol using 35 search directions. However, this run did not finish within a
reasonable amount of time.2 We stopped it after it had found 2,669,697 conformers and checked
the lowest-energy regime. The lowest-energy conformer found is consistent with the searches
performed with ε = 10−4 kcal/mol. In the lowest 2 kcal/mol regime 79 conformers were found,
i.e., less than with the converged (35 search directions) search for ε = 10−4 kcal/mol. All of these
79 conformers were also found by the search with ε = 10−4 kcal/mol. This observation reassures
us that decreasing the energy-convergence threshold ε would only find new conformers in the
”tail” region and not in the funnel region, which is the one of more interest to us. A similar
observation was made for basin-hopping searches for the α-peptide Ac-Ala4-LysH+[17].

10.2.3.1 UNCONSTRAINED BASIN-HOPPING SEARCH

After having assessed the performance and convergence of the basin-hopping algorithm for
Ac-β2hAla6-Lys(H+) in the previous subsection, we will now concentrate on the analysis of
the conformers that were actually found. For this, we focus on the run based on 35 torsional
modes. The outcome of the search is presented in Fig. 10.9 giving the OPLSAA energy of
each conformer that was obtained as a function of the order in which it was found by the
algorithm. All conformers are denoted by a black dot. As mentioned in the previous section,
the lowest-energy structure found is the structure that was used to initialize the basin-hopping

2After five days of computation time on 128 cores of the aims cluster at the Garching Computing Centre, the search had
found 2,669,697 conformers already. However, it had only performed the normal mode search for 1,097,303 of these
implying that it was far away from finishing. This amount of conformers was already one order of magnitude larger
than the number found in the corresponding search with ε = 10−4 kcal/mol (cf. Tab. 10.1).
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Figure 10.8: Relative OPLSAA energy of the conformers found for Ac-β2hAla6-Lys(H+) in basin-hopping
searches with different number of search directions as a function of the ranking index. The ranking index
follows the energy hierarchy of the conformers, with the lowest-energy structure being assigned index 1,
the second lowest structure being assigned index 2 and so on. The energies are given relative to the global
minimum (which was the same for all search directions).

search. Nevertheless, close to the end of the search a similarly low energy basin is explored
(see Fig. 10.9). The number of conformers found is so high and they lie so densely that they
form partly a completely black area. This is in principle positive as we attempt to sample the
conformational space as broadly as possible. However, it poses a challenge for the selection of
the most relevant conformational types. In the second step of the search, we follow up with a
relaxation of thousands of OPLSAA conformers with DFT. We aim to cover all conformers in
the lowest 8 kcal/mol, as this regime forms the relevant ”funnel” part of the OPLSAA hierarchy
as was illustrated in Fig. 10.8. However, this part still consists of 14,234 conformers. In order
to pick the most important structure representatives for relaxation with DFT, we sorted those
structures into clusters according to their root mean square deviation (RMSD). For this, we
used the GROMACS program package[433], the clustering algorithm suggested by Daura et
al.[99] and a cut-off criterion of 0.05 nm. In total, we obtained 6,490 clusters out of the 14,234
structures from the lowest 8 kcal/mol regime. For all of these clusters we relaxed the lowest-
energy force-field representative with PBE+vdW (light computational settings). While we most
certainly do not miss any relevant structure type by employing this clustering algorithm, it
can yet lead to a distortion of the energy hierarchy as the PBE+vdW relaxation of any other
cluster member than the lowest-energy force field member might yield a lower-energy PBE+vdW
structure. However, given the huge amount of conformers there is little way around employing
the clustering algorithm at this point. Nevertheless, we have to keep this uncertainty factor in
mind.

Additionally, we chose 500 conformers equally distributed among the remaining 304,471
conformers that were higher in force-field energy than 8 kcal/mol (the ”tail” regime) and relaxed
them with PBE+vdW (light computational settings). The reason for this was to compare the
predictions of the force field and DFT and see if conformers that are predicted as being high in
energy by the force field become relevant in DFT.
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Figure 10.9: Outcome of the basin-hopping search for Ac-β2hAla6-Lys(H+) using 35 search directions,
ε = 10−4 kcal/mol and ∆ = 50 kcal/mol. Each dot represents one force-field minimum that was found in
the search, where the y-axis gives its energy and the x-axis shows the number of the conformer, ranked
according to the order in which it was found by the search. The red line marks the lowest 8 kcal/mol
(0.35 eV) regime.

Figure 10.10 illustrates the outcome of this relaxation process with DFT. The conformers
are ordered according to the force-field energy hierarchy such that the lowest-energy OPLSAA
minimum is assigned index 1, the second lowest is assigned index 2 and so on, as described
earlier. The red line shows the ”funnel plus tail” shape of the force-field curve. Each DFT
minimum is assigned the ranking index of the force-field conformer from which it originates
and is represented by a dot. For a perfect correlation between force field and PBE+vdW, the dots
should lie on top of the red line. This is obviously not the case. However, there is clearly some
correlation. When considering the purple dots, which correspond to the PBE+vdW relaxations
performed for the OPLSAA conformers beyond the lowest 8 kcal/mol regime, we see that
although the dots show a broad scatter, the average energy increases with increasing ranking
index, following the OPLSAA trend. This means that loosely trusting the force-field hierarchy in
terms of large energy differences is reasonable here. When considering the lowest 8 kcal/mol
regime of the force-field hierarchy, which contains 14,234 conformers, there can hardly be seen
any correlation between the force-field and the PBE+vdW energy hierarchies. Nevertheless,
the lowest PBE+vdW conformer was found by relaxation of the force-field conformer with a
ranking index of 741, i.e., coming relatively early in the OPLSAA ranking index. Within the
statistics that can be assessed by our combined force field-DFT methodology, we thus conclude
as follows. The lowest-energy PBE+vdW conformer identified here is likely the lowest-energy
one if the weak observed correlation between the force field and DFT (PBE+vdW) holds up to
higher energies. However, a completely definitive assessment would require a different search
strategy, directly based on DFT, which is presently not available to our knowledge. The number
of torsional degrees of freedom alone is 24, i.e., a simple grid search by discretization is not
possible. It would be very interesting to pursue the problem with more sophisticated, direct
DFT based methods such as a genetic algorithm. Strategies in this direction are currently being
pursued in our group, but go beyond the scope of the present thesis.
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Figure 10.10: Correlation between the OPLSAA and the PBE+vdW energy hierarchies. The red line
illustrates the relative force field energy as a function of the ranking index, which is chosen according to
the OPLSAA energetic ordering of the conformers. Each dot represents a PBE+vdW minimum relaxed
from the force field minimum with the corresponding ranking index. All energies are given relative to
the energy of the lowest-energy force field conformer (OPLSAA) or the PBE+vdW minimum following
from the relaxation of the latter. The white dots denote PBE+vdW relaxed conformers originating from
the lowest 8 kcal/mol force-field regime (”funnel” region) and the purple dots denote conformers relaxed
from higher-energy force-field minima. The right panel represents a zoom into the ”funnel” region.

The PBE+vdW relaxations discussed above were all performed with light computational
settings. Following up on that, we relaxed all PBE+vdW conformers found within 400 meV of
the lowest PBE+vdW minimum with tight computational settings[257]. Figure 10.11 shows a
comparison of the energy hierarchies obtained with the force field, PBE+vdW light computational
settings, and PBE+vdW tight computational settings. The energies are all relative to the energy
of the conformer that was found to be the lowest-energy minimum in PBE+vdW (both the same
for light and tight computational settings). While the changes in the hierarchy between the
force field and PBE+vdW (light) are significant, the changes between light and tight settings are
very small. Most conformers show changes of less than 30 meV. Only ten conformers show
changes between 30 meV and 60 meV and there is one conformer, whose energy changed by
about 160 meV when optimizing with tight settings. The reason for this spike is that the structure
relaxed to a different minimum with tight settings.

In order to analyze the different types of structures that were found in the preceding search,
we sorted the PBE+vdW conformers into families according to their hydrogen-bond pattern. The
scheme used for labelling the different acceptors and donors for hydrogen bonds is introduced
in Fig. 10.12. It shows a picture of the fully extended structure of Ac-β2hAla6-Lys(H+), with
the different backbone carbonyl oxygens and N(H) groups numbered in ascending order from
the N- to the C-terminus. The carbonyl oxygen of the acetyl is labelled as O(Ac) and the one of
the C-terminus as O(COOH). Apart from the N(H) groups of the backbone there are four other
hydrogen atoms that may be involved in a hydrogen bond. We label the hydrogen of the COOH
group of the C-terminus as ”COOH” and collect the hydrogen atoms of the lysine NH+

3 group
under the label ”NH+

3 ”. The extra methylene groups that distinguish Ac-β2hAla6-Lys(H+) from
Ac-Ala6-Lys(H+) are highlighted with orange rectangles in Fig. 10.12. As already mentioned in
Section 10.2.1, we consider a hydrogen bond to be present if the distance between a hydrogen
atom and a possible acceptor is less than 2.5 Å. This is a rather broad criterion so that we might
count hydrogen bonds that would not be considered a hydrogen bond. However, for us it is
more important not to miss a potential hydrogen bond. As an example, we sometimes find
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Figure 10.11: Energy hierarchies of Ac-β2hAla6-Lys(H+) (black horizontal bars) obtained with the OPLSAA
force field and from relaxations with PBE+vdW light and tight computational settings. The energies are
given relative to the lowest PBE+vdW minimum structure.

O(3)O(Ac) O(1) O(2) O(4) O(5) O(6)

O(COOH)

NH3
+

COOHNH(1) NH(2) NH(3) NH(4) NH(5) NH(6) NH(7)

N-term.
C-term.O(3)

Figure 10.12: Representation of the fully extended structure of Ac-β2hAla6-Lys(H+) with the labels used
for the possible hydrogen bond acceptors and donors. The extra methylene groups that distinguish Ac-
β2hAla6-Lys(H+) from Ac-Ala6-Lys(H+) are highlighted with orange rectangles. In this representation
non-polar hydrogens are not omitted (unlike most of the other structural representations shown in this
chapter).
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BH 1 BH 2 BH 3 BH 4 BH 5 BH 6

BH 7 BH 8 BH 9 BH 10 BH 11 BH 12

BH 13 BH 14 BH 15 BH 103

(a)

(b)

compact-1

Figure 10.13: Hydrogen-bond families for Ac-β2hAla6-Lys(H+) up to 200 meV above BH 1 (a) and the
lowest energy H16-helical family BH 103 (b). Their detailed hydrogen-bond network is given in Tab. 10.2.
H20-helical families are displayed with green ribbons, while H16-helical families are shown with red
ribbons.

a distance of less then 2.5 Å between NH(7) and O(COOH) that would not be considered a
hydrogen bond due to the geometrical arrangement. However, keeping this information in our
clustering approach gives additional structural information on the orientation of the C-terminus.

From the 271 conformers that were relaxed with tight computational settings, we determined
190 H-bonding families. Table 10.2 lists the hydrogen-bond network of all families within
200 meV of the lowest-energy family. The families are ordered according to their energy hierarchy
and labelled as BH (basin hopping) 1, 2, and so on. The relative energies given in Tab. 10.2 refer
to the lowest-energy member of each family chosen as the representative member, which are
depicted in Fig. 10.13. Family BH 1 is very compact. We also denote it as ”compact-1” here,
which will be relevant in the following chapters. It contains a turn comprising a 12-membered
hydrogen bond. The two ends of the turn are linked by a further hydrogen bond. This means
that this structure is similar to a β-hairpin, which is found in natural α-peptides (see Section 2.3).
The first H20-helical family is BH 5. Altogether, we find five H20-helical families within the first
15 families (up to 200 meV). However, we do not find any H16-helix nor H12-helix families. The
lowest H16-helical family is BH 103, depicted in Fig. 10.13b, with an energy of 340 meV relative
to BH 1 (compact-1). We do not find any H12-helical family within the DFT conformers. For this
reason, we checked if any of the 318,705 conformers found by the force field was a H12-helix
exhibiting the H12-helical hydrogen bonds labelled a, b, and c in Fig. 10.2c. In fact, there was
one single match with an OPLSAA energy of 45.38 kcal/mol (1.97 eV). Due to its high force-field
energy we did not relax this conformer with PBE+vdW. As discussed earlier, in this high-energy
region of the force-field landscape, we find one conformer in each interval ε. This implies that
the conformational space is very dense in the high-energy regime. If there is more than one
structure in the interval ε, only the first structure found is stored and all others are discarded.
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Table 10.2: Detailed hydrogen-bond networks of the families found within the lowest 200 meV. For each
oxygen acceptor atom the corresponding donor groups are given. Additionally, the hydrogen-bond pattern
of BH 103, the lowest-energy H16-helix is reported. Relative energies for all families are given with respect
to BH 1/compact-1. H12-, H16- and H20-helical hydrogen bonds are highlighted in the respective color
code.

O(3)O(Ac) O(1) O(2) O(4) O(5) O(6)

O(COOH)

NH3
+

COOHNH(1) NH(2) NH(3) NH(4) NH(5) NH(6) NH(7)

N-term. C-term.

BH O(Ac) O(1) O(2) O(3) O(4) O(5) O(6) O(COOH) ∆E (eV)
1a COOH NH(1) NH(4) NH+

3 NH+
3 NH(2) free NH+

3 0.000
NH(3) NH(5) (H12)

2 NH(6) NH(5) (H16) NH(1) NH+
3 NH+

3 NH(7) COOH NH(3) 0.062
NH(3) NH+

3

3 COOH NH+
3 NH+

3 NH(3) NH(1) NH(4) NH+
3 NH(6) 0.089

4 NH(2) NH(6) (H20) NH(5) (H12) NH+
3 NH+

3 NH(7) COOH NH+
3 0.098

NH(3) (H12)

5 NH(1) NH(6) (H20) NH(1) NH+
3 NH+

3 NH(7) COOH NH+
3 0.102

NH(5) (H20)

6 NH(2) NH(6) (H20) NH(4) NH+
3 NH+

3 NH(7) COOH NH+
3 0.113

NH(3) (H12) NH(5) (H12)

7 NH(6) NH(4) (H12) NH(1) NH+
3 NH+

3 NH(7) COOH NH+
3 0.113

NH(5) (H16)

8 COOH NH(1) NH(4) NH+
3 NH+

3 NH(2) NH(6) NH+
3 0.142

NH(3) NH(5) (H12)

9 NH(5) (H20) NH(6) (H20) NH(1) NH+
3 NH+

3 NH(7) COOH NH+
3 0.169

10 NH(3) (H12) free NH+
3 COOH NH(4) NH+

3 NH(5) NH+
3 0.176

11 NH(1) NH(6) (H20) NH(1) NH+
3 NH+

3 NH(7) COOH NH+
3 0.179

NH(4) (H16)
NH(5) (H20)

12 NH(6) NH(5) (H16) NH(1) NH+
3 NH+

3 NH(7) COOH NH+
3 0.186

13 NH+
3 NH+

3 NH(2) COOH NH(3) NH+
3 NH(5) NH+

3 0.188

14 NH(4) (H16) NH(6) (H20) free NH+
3 NH+

3 NH(7) COOH NH+
3 0.189

NH(5) (H20)

15 NH(5) (H20) NH(6) (H20) free NH+
3 NH+

3 NH(7) COOH NH+
3 0.191

103 NH(3) (H12) NH(5) (H16) NH(6) (H16) NH+
3 NH+

3 NH(7) COOH NH+
3 0.342

NH(4) (H16)

a compact-1
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Name O(Ac) O(1) O(2) O(3) O(4) O(5) O(6) O(COOH) ∆E (eV)
H12-1 NH(3) (H12) NH(4) (H12) NH(5) (H12) NH(6) (H12) NH(7) (H12) NH+

3 NH+
3 free 0.299

Figure 10.14: Structure representation and hydrogen-bond network of the lowest-energy (PBE+vdW)
conformer found in the constrained H12-helical basin hopping search. The structure is labelled as H12-1.
The energy is given relative to BH 1/compact-1 (see Tab. 10.2 and Fig. 10.9).

In order to analyze more carefully the existence of H12-helices for Ac-β2hAla6-Lys(H+), we
performed a further basin-hopping search starting from the H12-helical conformer shown in
Fig. 10.2c. During this search we constrained the H-bonds labelled as a, b, and c in the picture.
We did not constrain the helical H-bonds at the acetyl group nor at the C-terminus, as we wanted
to keep the termini flexible to sample the H12-helical space as broadly as possible.

10.2.3.2 CONSTRAINED BASIN HOPPING: H12

From the outcome of the basin-hopping search with constrained H12-helical hydrogen bonds, we
relaxed the 1000 lowest-energy force-field minima with PBE+vdW. The lowest-energy structure
is depicted in Fig. 10.14 together with its hydrogen-bond network. We label it as H12-1. It is
about 300 meV higher in energy than the lowest-energy family, BH 1/compact-1 (see Tab. 10.2
and Fig. 10.9). In order to be able to compare the (energy of) force-field structures of the
constrained search and the unconstrained search, we have to relax the conformers from the
constrained search without constraints. In order to see if H12-1 was overlooked in the initial
unconstrained basin hopping search, we optimized the OPLSAA minimum, which yielded
H12-1 without constraints. This lead to only marginal differences in the structure so that we
can assume that this optimized OPLSAA structure would result in H12-1 when relaxed with
PBE+vdW. When evaluating the OPLSAA energy we find that there is another structure found
in the unconstrained basin-hopping search with the exact same energy (within a precision of
ε = 10−4 kcal/mol). However, this structure is completely different from H12-1. In summary, we
cannot tell if the force-field minimum of H12-1 was found in the unconstrained basin-hopping
search and discarded because another structure with the same energy had been found at an
earlier stage of the search, or, if it was not found at all. However, based on the fact that the
respective minimum exists on the (unconstrained) force field potential-energy surface (PES), the
first option is more likely.
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B 103

H16-1

name O(Ac) O(1) O(2) O(3) O(4) O(5) O(6) O(COOH) ∆E (eV)
H16-1 NH(3) (H12) NH(5) (H16) NH(6) (H16) NH+

3 NH+
3 NH(7) COOH NH+

3 0.285
NH(4) (H16)

Figure 10.15: Structure representation and hydrogen-bond network of the lowest-energy (PBE+vdW)
conformer found in the constrained H16-helical basin hopping search (opaque and colored). The structure
is labelled as H16-1. It is superimposed by family BH 103 found in the unconstrained search (transparent
gray), which has the same hydrogen-bond network, but shows slight deviations close to the C-terminus
and of the lysine side chain. The hydrogen-bond network is listed together with the energy of H16-1
relative to BH 1/compact-1 (see Tab. 10.2 and Fig. 10.9).

10.2.3.3 CONSTRAINED BASIN HOPPING: H16

As we already found H20-helical families in the low-energy regime of the outcome of the
unconstrained basin-hopping search, we did not perform any additional constrained basin-
hopping search for this kind of helices. However, the lowest-energy H16-helical family is only
number 103 with an energy ∆E = 0.342 eV relative to BH 1/compact-1. For this reason, we
analyzed the existence of lower-energy H16-helical conformational families by performing a
basin-hopping search where we constrained the H-bonds labelled a and b in Fig. 10.2b. From the
outcome of this search we relaxed the lowest 1000 structures with PBE+vdW. The lowest-energy
PBE+vdW H16-helical conformer that resulted from this optimization is depicted in Fig. 10.15
and labelled H16-1. It is about 60 meV lower in energy than BH 103. However, they have the
same hydrogen-network pattern, which is shown in Fig. 10.15. BH 103 is superimposed on
H16-1 in Fig. 10.15. Predominantly, they differ by a slight rearrangement of the lysine side chain.
An obvious question is why we did not find this structure in the unconstrained basin-hopping
search. In fact, we find that the initial OPLSAA minimum of the constrained search that resulted
in H16-1 upon relaxation with PBE+vdW was found in the unconstrained basin-hopping search
as well. However, as discussed earlier, we have clustered the force-field structures and only
optimized representatives of each cluster with PBE+vdW. For this reason, we did not optimize
this particular structure. In fact, the structure that was picked from that particular cluster and
relaxed with PBE+vdW was the structure that resulted in family BH 103, the lowest energy
H16-helical family found in the unconstrained search.

10.2.4 SUMMARY

In this section, we presented a two-step conformational search for the β-peptide Ac-β2hAla6-
Lys(H+). We first created a huge conformational pool based on force-field simulations and
then followed this by relaxing thousands of conformers with DFT (PBE+vdW). The force-field
conformational searches were based on a series of basin-hopping runs. We performed one
unconstrained search and two searches where we constrained H12-helical hydrogen bonds



10.2 Assessing the conformational space of Ac-β2hAla6-Lys(H+) 165

and H16-helical hydrogen bonds, respectively. Due to the increased backbone flexibility of
Ac-β2hAla6-Lys(H+) compared to its related α-peptide Ac-Ala6-Lys(H+) the conformational
space of Ac-β2hAla6-Lys(H+) is much denser. In the unconstrained search we found about
15,000 conformers in the lowest 8 kcal/mol regime compared to approximately 1,000 that were
found for Ac-Ala6-Lys(H+)[17]. We tackled this challenge by clustering those 15,000 structures
in order to identify different structure types. This resulted in 6490 clusters, which we relaxed
with DFT (PBE+vdW). In fact, through this clustering process we should not miss any specific
structure type, but we might lose individual conformers. The latter has been illustrated based on
the outcome of the H16-helical constrained search. The lowest-energy structure found (H16-1)
has the same hydrogen-bond network as the lowest-energy H16-helical family (BH 103) found
in the unconstrained search. However, we missed H16-1 in the unconstrained search because
the initial force-field structures, from which the respective PBE+vdW relaxation were started,
belonged to the same cluster.

By comparing the force-field and PBE+vdW energy hierarchies, especially for conformers in
the ”continuum” regime beyond 8 kcal/mol, we found a weak correlation between the force
field and DFT, so that it is likely that any structure that would relax into a low-energy PBE+vdW
structure is captured within the lowest 8 kcal/mol. However, we cannot rule out large systematic
errors in the force field. H12-helices, e.g., are not sampled within the lowest 8 kcal/mol of the
force field, although when comparing PBE+vdW energies they are relatively similar to H16-
helices, which are in fact sampled. H12-helices have a very high force-field energy (higher than
the 8 kcal/mol funnel regime) with energies in the ”continuum” region.

In the next section, we compare the performance of the basin-hopping based conformational
searches to a different search strategy based on REMD, which we have already used in a similar
fashion in Part II of this thesis.
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10.2.5 SEARCH STRATEGY 2: REPLICA-EXCHANGE MD

As in Part II of this thesis, here we also perform a conformational search based on REMD and
compare the results to the basin-hopping based structure search. This search is a four-step
process:

1. We first sample the conformational space using REMD simulations with the augmented
OPLSAA force field (see Section 10.2.2).

2. Then we extract snapshots of the simulated trajectories and sort them into clusters accord-
ing to their RMSD.

3. Each cluster representative is relaxed with DFT (PBE+vdW).

4. In the end, we follow up with DFT-based REMD simulations that we initialize with the
three lowest-energy (PBE+vdW) H12-, H16-, and H20-helices, respectively, to find the
lowest-energy structures of the corresponding type.

For the first step, we employed 16 replicas in the temperature range between 300 K and 915 K.
Each replica was simulated for 500 ns, i.e., the total simulation time amounted to 8µs. We then
extracted snapshots (interval: 2 ps) of the 300 K trajectory and sorted them into clusters according
to their RMSD using the method described in Ref. [99] and a cut-off criterion of 0.05 nm. This
yielded 22,554 clusters. We relaxed the ’midpoint’ structure of all of the clusters with OPLSAA,
where the midpoint structure of a cluster is the structure with the lowest average RMSD to all
other structures in the cluster. We distinguish between structures using an energy threshold of
10−5 eV yielding 4,629 conformers, which we relaxed with PBE+vdW.

The PBE+vdW relaxations were again performed in two steps. First, all 4,629 conformers
were optimized with light computational settings. Then the lowest-energy structures were
further relaxed with tight computational settings. Figure 10.16 shows a comparison of the energy
hierarchies obtained with the OPLSAA force field, with PBE+vdW light computational settings
and tight computational settings. As before, we find large deviations between the OPLSAA and
the PBE+vdW light energy hierarchies. The changes between PBE+vdW light and tight settings
are minimal (less than 40 meV in all cases).

In order to analyze the different structure types found in this search attempt more carefully,
we again sorted all DFT structures in families according to their hydrogen-bond network. The
families are ordered according to their energy hierarchy and labelled as RE (replica exchange)
1, 2, and so on. The structure representatives of RE 1–11 are shown in Fig. 10.17(a) with their
hydrogen-bond network given in Tab. 10.3. Their energies relative to BH 1/compact-1 (the
lowest-energy conformer found in the previous basin-hopping based conformational search) is
also listed in Tab. 10.3. The first apparent finding is that RE 1 is a H20-helix and about 188 meV
higher in energy than BH 1/compact-1. When we compare the hydrogen-bond network and the
energy of RE 1 to the families that were found in the basin-hopping based search series, we see
that it corresponds to BH 14 (see Tab. 10.2). However, this H20-helix is not the lowest-energy
H20-helix that was found in the basin-hopping based search.

Considering H16-helices, we find three such families within 120 meV of RE 1. The first one is
RE 7 and corresponds to H16-1, the lowest-energy H16-helix that was found in the basin-hopping
based search series (see Fig. 10.15). The lowest-energy H12-helical families are RE 15, 24, and



10.2 Assessing the conformational space of Ac-β2hAla6-Lys(H+) 167

Figure 10.16: Energy hierarchies of Ac-β2hAla6-Lys(H+) conformers (black horizontal lines) obtained
with the OPLSAA force field and from relaxations with the PBE+vdW functional and light versus tight
computational settings. The energies are given relative to the lowest-energy PBE+vdW conformer that was
found in the replica-exchange search attempt.
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RE 1 RE 2 RE 3 RE 4 RE 5 RE 6

RE 7 RE 8 RE 9 RE 10 RE 11

(a)

RE 15 RE 24 RE 58

(b)

H16-1

Figure 10.17: Hydrogen-bond families for Ac-β2hAla6-Lys(H+) found with the REMD-based search
strategy: (a) RE 1–11 and (b) RE 15, 24, and 58. Note that RE-7 corresponds to H16-1. Their detailed
hydrogen-bond network is given in 10.3. H20-helical families are displayed with green ribbons, while
H16-helical families are shown with red ribbons and H12-helices have blue ribbons.

58. They are depicted in Fig. 10.17(b) and their hydrogen-bond network is given in Tab. 10.3.
However, the lowest-energy H12-helix found in the previous basin-hopping based search,
namely H12-1, is lower in energy than these H12-helices and has a different hydrogen-bond
network.

In order to eliminate a possible bias from the force field with respect to the helical structures,
we follow up with DFT-based (PBE+vdW) REMD simulations. We performed three REMD
runs, one initialized with three H16-helices (RE 7, 10, and 11), one initialized with three H20-
helices (RE 1, 3, and 4), and another one initialized with three H12-helices (RE 15, 24, and 58).
For each of these runs, we employed 18 replicas in the temperature range between 300 and
687 K. The starting geometry for each replica in a given REMD run was alternately chosen from
the three initial helical structures used for that run. The total simulation times amounted to
486 ps (H12), 576 ps (H16), and 558 ps (H20). After each ps all replicas were relaxed with DFT
(PBE+vdW) and light computational settings leading to 486 (H12), 576 (H16), and 558 (H20)
conformers, respectively. As always, the lowest-energy conformers were further relaxed with
tight computational settings afterwards.
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Table 10.3: Detailed hydrogen-bond networks of the lowest-energy hydrogen bond families found based on
the REMD strategy. For each oxygen-acceptor atom the corresponding donor groups are given. Additionally,
the hydrogen-bond patterns of RE 15, 24, and 58 are given. These are the lowest-energy H12-helical families
found by the REMD strategy. The energies are given relative to BH 1/compact-1, the lowest-energy family
found with the basin-hopping based conformational search strategy. H12-, H16- and H20-helical hydrogen
bonds are highlighted in the respective color code.

O(3)O(Ac) O(1) O(2) O(4) O(5) O(6)

O(COOH)

NH3
+

COOHNH(1) NH(2) NH(3) NH(4) NH(5) NH(6) NH(7)

N-term. C-term.

RE O(Ac) O(1) O(2) O(3) O(4) O(5) O(6) O(COOH) ∆E (eV)
1 NH(4) (H16) NH(6) (H20) free NH+

3 NH+
3 NH(7) COOH NH+

3 0.188
NH(5) (H20)

2 NH+
3 NH(3) NH(4) NH+

3 NH+
3 NH(2) NH(6) NH(7) 0.209

NH(5) (H12)

3 NH(5) (H20) NH(6) (H20) NH(7) (H20) free NH+
3 NH+

3 NH+
3 NH(4) 0.260

NH(7)

4 NH(2) NH(6) (H20) NH(7) (H20) free NH+
3 NH+

3 NH+
3 NH(4) 0.261

NH(3) (H12) NH(7)

5 NH(4) (H16) NH(3) NH+
3 NH+

3 NH(2) NH+
3 NH(5) NH(7) 0.282

6 NH(2) NH+
3 NH+

3 COOH free NH+
3 free NH(5) 0.283

NH(3) (H12)

7a NH(3) (H12) NH(5) (H16) NH(6) (H16) NH+
3 NH+

3 NH(7) COOH NH+
3 0.285

NH(4) (H16)

8 NH(5) (H20) NH(6) (H20) free NH+
3 NH+

3 NH(3) free NH(7) 0.297
NH+

3

9 free NH+
3 NH(4) NH(5) NH+

3 NH(7) COOH NH+
3 0.299

NH(6) (H12)

10 NH(3) (H12) NH(5) (H16) NH(6) (H16) NH+
3 NH+

3 free NH+
3 NH(7) 0.302

NH(4) (H16)

11 NH(2) NH(4) (H12) NH(6) (H16) NH(7) (H16) NH+
3 NH+

3 NH+
3 NH(7) 0.307

NH(3) (H12) NH(5) (H16)

15 NH(3) (H12) NH(4) (H12) NH(5) (H12) NH+
3 NH+

3 NH+
3 free NH(7) 0.323

24 NH(3) (H12) NH(4) (H12) NH(5) (H12) NH(6) (H12) NH+
3 NH+

3 NH+
3 NH(7) 0.362

58 NH(3) (H12) NH(4) (H12) NH(5) (H12) NH(6) (H12) free NH+
3 NH+

3 NH(7) 0.423

a H16-1
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H12-1 NH(3) (H12) NH(4) (H12) NH(5) (H12) NH(6) (H12) NH(7) (H12) NH+
3 NH+

3 free 0.296

Figure 10.18: Energy (red horizontal bars) of all replicas relaxed after each ps of REMD simulation time.
The energy is given relative to the lowest-energy input conformer (RE 15). The structures on the left side
of the plot are the structures used as initial structures for the REMD run (RE 15, RE 24, RE 58) meaning
that the starting geometry for each of the 18 replicas was alternately chosen from these three initial helical
structures. The structure depicted on the right side is the lowest-energy structure found in this search,
which is the already known H12-helical structure H12-1 that we have found in the basin-hopping based
search strategy before. The table gives the hydrogen-bond network of all depicted families together with
their energy relative to BH 1/compact-1.

10.2.5.1 Ab initio REMD

We start with an analysis of the ab initio REMD run initialized with the H12-helical families RE
15, 24, and 58 (cf. Fig. 10.17b). Figure 10.18 shows the energy of all relaxed replicas after each ps
of simulation time relative to RE 15. In fact, we find a family, that has a lower energy than RE 15,
24 and 58. Its hydrogen-bond network and relative energy is detailed in the table in Fig. 10.18.
In fact, this family corresponds to H12-1, the lowest-energy H12-helical family that was found in
the basin-hopping based series of conformational searches.

In a similar search initialized with the H16-helices RE 7, 10, and 11, we did not find any
lower-energy conformers than the initial structures.

Initializing an REMD run with the H20-helical families RE 1, 3, 4 we find a lower energy
structure, named H20-1. It has the same hydrogen-bond network as RE 1, deviating slightly
in the backbone structure as can be seen by the superimposed arrangement of RE 1 and H20-1
in Fig. 10.19. H20-1 is about 60 meV lower in energy than RE 1. Still, H20-1 has a different
hydrogen-bond network and is about 20 meV higher in energy than the lowest H20-helix BH 5
found in the basin-hopping search.

Figure 10.20 shows the hydrogen-bond network evolution of the 300 K trajectory during all
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H20-1

RE1

RE/name O(Ac) O(1) O(2) O(3) O(4) O(5) O(6) O(COOH) ∆E (eV)
1 NH(4) (H16) NH(6) (H20) free NH+

3 NH+
3 NH(7) COOH NH+

3 0.188
NH(5) (H20)

3 NH(5) (H20) NH(6) (H20) NH(7) (H20) free NH+
3 NH+

3 NH+
3 NH(4) 0.260

NH(7)

4 NH(2) NH(6) (H20) NH(7) (H20) free NH+
3 NH+

3 NH+
3 NH(4) 0.261

NH(3) (H12) NH(7)

H20-1 NH(4) (H16) NH(6) (H20) free NH+
3 NH+

3 NH(7) COOH NH+
3 0.125

NH(5) (H20)

Figure 10.19: Superimposed structures of the newly found conformer H20-1 (green) and RE 1 (black). The
table gives the hydrogen-bond network of all H20-helical families RE 1, RE 3, and RE4 used as input
structures for the ab initio REMD simulation that produced H20-1. The energies are given relative to BH
1/compact-1.

three ab initio REMD simulations. The families from which the REMD trajectories were initialized
are displayed on the left side of the plots. On the right side of the plots are snapshots of the
structures taken at the simulation time as specified in the picture. For each oxygen starting from
O(Ac) to O(6) the H-bonding connection is plotted. The labels used for the oxygens are the
same as explained in Fig. 10.12. For simplicity, we concentrate on H12-, H20-, and H16-helical
H-bonds and on H-bonds to the NH+

3 terminus. As throughout this thesis, a hydrogen bond is
considered to be present if the distance O· · ·H is smaller than 2.5 Å. If a specific H-bond is present
at a given simulation time, this is indicated by a bar, where the different types of hydrogen
bonds are represented by a different color and a different position of the bar as specified in the
figure caption. As apparent from Fig. 10.20a, in the first-principles REMD simulation initialized
solely from H12-helical conformations, H16-helices are also found in the 300 K trajectory. When
initializing only from H16-helices, H20- and H12-helices are also found (Fig. 10.20b), and in
Fig. 10.20c it is clear that when initializing from H20-helices, H16-helices are found. In REMD,
individual molecular dynamics (MD) trajectories are propagated at different temperatures with
a periodic swap attempt for the replicas. Therefore, Fig. 10.20 does not show a continuous MD
trajectory. However, it shows that initially exclusively conformers of one type can co-exist with
the other types in a canonical ensemble and that the barriers are evidently not insurmountable
although these runs do not allow us to quantify how high they are.

10.3 SUMMARY

We performed two individual strategies to search the conformational space of the β-peptide Ac-
β2hAla6-Lys(H+) on a first-principles level. The first one was based on a series of basin-hopping
runs (strategy 1), and the other one was based on a series of REMD simulations (strategy 2).
Both strategies started with a global sampling of the structure space based on the OPLSAA force
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Figure 10.20: Hydrogen-bond network evolution of the 300 K trajectory of the DFT-based REMD run started
from H12-helices (a), H16-helices (b), and H20-helices (c). Each graph shows the H-bonding connections
for one oxygen, where the oxygens run from O(Ac) to O(6) as explained at the bottom. Each hydrogen
bond is represented by a bar, where the color and the position denote the type of H-bond. Blue bars at the
bottom of a graph denote an H12-helical bond, red bars occupy the second quarter of a plot and denote
an H16-helical bond, green bars in the third quarter of a graph represent an H20-helical bond, and brown
bars in the fourth quarter of a graph denote hydrogen bonds formed with the lysine NH+

3 group. The
starting geometry for each replica in a given REMD run was alternately chosen from the three initial helical
structures displayed at the left side of the respective plot. On the right side of each plot snapshots of
structures taken at the specified time intervals are displayed.
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C-term.

N-term.

compact-1 (BH 1)

RE 2

Figure 10.21: Superposition of BH 1/compact-1 (grey) and RE 2 (colored). Hydrogen atoms and side chains
are omitted for clarity.

field and followed up with a refinement using DFT, specifically the PBE+vdW functional.
In order to compare the outcome of the two searches, we will focus on two aspects, namely the

performance with respect to helical structures and the difference in the lowest-energy structure
that was found. With respect to H12-helices and H16-helices we found the same lowest-energy
helical families with both methods. This makes it very likely that we have in fact found the
lowest-energy H16- and H12-helices. For the H20-helices the situation is more complicated. The
ab initio REMD search (strategy 2) initialized with H20-helices was not long enough to find the
lowest-energy H20-helix found with strategy 1. However, the lowest-energy H20-helix that
was found in the ab initio REMD run, named H20-1, was not found in the basin-hopping based
search in turn. We have to note though that we did not perform a special basin-hopping search
with constrained H20-helical hydrogen bonds. In fact, H20-1 will turn out to be the H20-helical
structure motif with the lowest free energy (at 300 K) in the next chapter.

Considering the lowest-energy structure that was found with the two strategies, the basin-
hopping based search found BH 1/compact-1, which is a conformer similar to a β-hairpin. On
the other hand, with the REMD based search we found RE 1, a H20-helix, to be the lowest-energy
structure although 188 meV higher in energy than compact-1. When considering the next family
in the energy hierarchy established by the REMD search, RE 2, we see that this family is very
similar to BH 1/compact-1. A superimposed picture of both families is given in Fig. 10.21, which
shows that the two structures predominantly deviate in the terminations. In fact, when not
considering the terminations, the backbone RMSD between the two structures is only 0.6 Å. For
reasons of computational cost we did not perform an explicit check. However, it seems quite
certain that an ab initio REMD simulation initialized from RE 2, would lead to BH 1/compact-1.





11 CONFORMATIONAL PREFERENCES:
AC-β2HALA6-LYS(H+) VS.
AC-ALA6-LYS(H+)

After assessing the huge conformational space of Ac-β2hAla6-Lys(H+) using two different
first-principles based search techniques in the previous chapter, we here bring together the
results in order to analyze the conformational preferences of Ac-β2hAla6-Lys(H+). Subsequently,
we perform a comparison to the equivalent natural peptide Ac-Ala6-Lys(H+)[17, 28].

11.1 RESULTS FOR AC-β2HALA6-LYS(H+)

From the previous searches of the conformational space for Ac-β2hAla6-Lys(H+), we obtained
14,739 PBE+vdW relaxed conformations with light computational settings. In detail, these
resulted from:

1. Strategy 1 (Section 10.2.3)

• unconstrained basin-hopping search: 6,490

• constrained basin-hopping search for H16 helices: 1,000

• constrained basin-hopping search for H12 helices: 1,000

2. Strategy 2 (Section 10.2.5)

• force-field based replica-exchange molecular dynamics (REMD): 4,629

• density-functional theory (DFT)-based REMD initialized by H12 helices: 486

• DFT-based REMD initialized by H16 helices: 576

• DFT-based REMD initialized by H20 helices: 558

All conformers within an energy window of 400 meV of the global minimum were relaxed with
PBE+vdW tight settings.1 In order to analyze the different conformational types we again sort
all conformers into families according to their hydrogen-bonding network. Within each family
the lowest-energy member is chosen as the representative of this family. As before, all energies
or structural representations that are reported here for a specific family always refer to this
corresponding representative.

1In fact, all conformers up to at least 450 meV that did not result from the unconstrained basin-hopping search were
relaxed with tight settings.
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Figure 11.1: Energy hierarchies (horizontal bars) of the hydrogen-bonding families found for Ac-β2hAla6-
Lys(H+) based on the PBE+vdW functional and tight computational settings. The horizontal bars represent
the lowest-energy representative of each family. All of those structures represent a local minimum on
the PBE+vdW potential-energy surface (PES). In addition to the PES hierarchy, the energy hierarchy after
adding corrections for the free energy at 300 K in the harmonic oscillator-rigid rotor approximation are
shown (Fharm,rigid). At the right side an inset of the energy hierarchies is plotted including all families up
to 100 meV from the global minimum of the PES. The families are numbered according to the free-energy
hierarchy.

As discussed extensively in previous chapters, the actual quantity that guides the behavior
of the system at finite temperature is the free energy. Using the harmonic oscillator-rigid rotor
approximation (Section 5.1.1), we calculated the vibrational and rotational contributions to
the free energy at 300 K for the hydrogen-bonding families found for Ac-β2hAla6-Lys(H+).2

The normal modes of vibration are calculated from a finite-differences approach. A plot that
demonstrates the convergence of the modes with respect to the parameters we used for the
calculation can be found in Appendix B.1 (see also Ref. [28]).

Figure 11.1 compares the energy hierarchies of all hydrogen-bonding families of Ac-β2hAla6-
Lys(H+) without and with vibrational and rotational contributions to the free energy at 300 K.
Here we label the families according to the free-energy hierarchy. Structural representations of
the families are illustrated in Fig. 11.2, while their hydrogen-bonding networks and relative free
energies are given in Tab. 11.1. The inset of the energy-hierarchy plot at the right side of Fig. 11.1
shows the lowest 100 meV regime above the global minimum of the PES. The global minimum
of the PES is family 2, which was also called ”compact-1” (see Chapter 10), a compact structure

2Apart from the families that resulted from the unconstrained basin-hopping search, we calculated the free-energy
corrections for all families within at least 400 meV of the global minimum of the potential-energy surface (PES). For
families that resulted from the unconstrained basin-hopping search the energy window was at least 280 meV plus
families extended like an H16 or H12-helix.
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Family 1 Family 2 Family 3 Family 4 Family 5 Family 6

Family 7 Family 8 Family 9 Family 10 Family 11 Family 12

Family 13 Family 14 Family 15 Family 16 Family 17 Family 18

Family 19

H16-1

H12-1

H20-1compact-1

Figure 11.2: Structure representations of the hydrogen-bonding families of Ac-β2hAla6-Lys(H+) including
all families with a free energy of up to 100 meV above the global minimum of the PES (family 2/compact-
1). The families are numbered according to the free-energy hierarchy (300 K, harmonic oscillator-rigid
rotor approximation). H12-helices are depicted with blue ribbons, H20-helices with green ribbons and
H16-helices with red ribbons. In addition to the family number the lowest-energy family of each helix type
and compact family is labelled as H12-1, compact-1, H20-1, and H16-1.
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Table 11.1: Hydrogen-bond networks of the families found within 100 meV of family 2/compact-1. The
families are numbered according to the free-energy hierarchy (300 K, harmonic oscillator-rigid rotor
approximation). In addition to the family number the lowest-energy family of each helix type and compact
family is labelled as H12-1, compact-1, H20-1, and H16-1. For each oxygen acceptor atom the corresponding
donor groups are listed. The free energies are given relative to family 2/compact-1.

O(3)O(Ac) O(1) O(2) O(4) O(5) O(6)

O(COOH)

NH3
+

COOHNH(1) NH(2) NH(3) NH(4) NH(5) NH(6) NH(7)

N-term. C-term.

F O(Ac) O(1) O(2) O(3) O(4) O(5) O(6) O(COOH) ∆Fharm,rigid (eV)
1a NH(3) (H12) NH(4) (H12) NH(5) (H12) NH(6) (H12) NH(7) (H12) NH+

3 NH+
3 free -0.021

2b COOH NH(1) NH(4) NH+
3 NH+

3 NH(2) free NH+
3 0.000

NH(3) NH(5) (H12)

3c NH(4) (H16) NH(6) (H20) free NH+
3 NH+

3 NH(7) COOH NH+
3 0.014

NH(5) (H20)

4 NH(1) NH(6) (H20) NH(1) NH+
3 NH+

3 NH(7) COOH NH+
3 0.030

NH(5) (H20)

5 COOH NH+
3 NH+

3 NH(3) NH(1) NH(4) NH+
3 NH(6) 0.043

6 NH(6) NH(5) (H16) NH(1) NH+
3 NH+

3 NH(7) COOH NH(3) 0.047
NH(3) NH+

3

7 NH+
3 NH(3) NH(4) NH+

3 NH+
3 NH(2) NH(6) NH(7) 0.052

NH(5) (H12)

8 NH(5) (H20) NH(6) (H20) free NH+
3 NH+

3 NH(7) COOH NH+
3 0.055

9 NH(2) NH(6) (H20) NH(5) (H12) NH+
3 NH+

3 NH(7) COOH NH+
3 0.057

NH(3) (H12)

10 NH(5) (H20) NH(6) (H20) NH(1) NH+
3 NH+

3 NH(7) COOH NH+
3 0.057

11 NH(6) NH(4) (H12) NH(1) NH+
3 NH+

3 NH(7) COOH NH+
3 0.069

NH(5) (H16)

12 NH(5) (H20) NH(6) (H20) free NH+
3 NH+

3 NH(3) free NH(7) 0.074
NH+

3

13 NH(4) (H16) NH(3) NH+
3 NH+

3 NH(2) NH+
3 NH(5) NH(7) 0.077

14 NH(4) (H16) free NH+
3 NH+

3 NH(2) NH+
3 NH(5) NH(7) 0.080

15 COOH NH(1) NH(4) NH+
3 NH+

3 NH(2) NH(6) NH+
3 0.082

NH(3) NH(5) (H12)

16d NH(3) (H12) NH(5) (H16) NH(6) (H16) NH+
3 NH+

3 free NH+
3 NH(7) 0.085

NH(4) (H16)

17 NH(3) (H12) NH(4) (H12) NH(5) (H12) NH(6) (H12) NH+
3 NH+

3 NH+
3 NH(7) 0.089

18 NH(3) (H12) free NH+
3 COOH free NH+

3 free NH(5) 0.090
NH+

3

19 NH(3) (H12) NH(4) (H12) NH(5) (H12) NH+
3 NH+

3 NH+
3 free NH(7) 0.095

a H12-1
b compact-1
c H20-1
d H16-1



11.2 Comparison of Ac-β2hAla6-Lys(H+) and Ac-Ala6-Lys(H+) 179

similar to a β-hairpin in α-peptides. The other three families found within the lowest 100 meV
of the PES are rather compact structures as well.

Measured again from the global minimum of the PES, we find 19 families within the lowest
100 meV of the free-energy regime, where there were only four for the PES. While Family
2/compact-1 is the global minimum of the PES, it is only the second-lowest minimum regarding
free energies. The global minimum is formed by the H12-helix family 1, which we called H12-1
in Chapter 10. It is about about 21 meV lower in free energy than family 2/compact-1. Family 3
is a H20-helix, which we named H20-1 earlier. The first H16-helical family is family 16, which
was referred to as H16-1 in Chapter 10.

While the horizontal bars in Fig. 11.1 show the (free) energies relative to family 2/compact-1,
the blue lines indicate the changes in the energy hierarchies given by
∆Fvib(harmonic oscillator)+∆Frot(rigid rotor). In fact, family 1/H12-1 is stabilized by 317 meV relative
to family 2/compact-1. For H20-1 the stabilization amounts to 111 meV and for H16-1 it is
217 meV. When analyzing this further, we find that the rigid-rotor contribution is minimal (up
to 10 meV). This means, that the stabilization of H12-1, H20-1, and H16-1 relative to family
2/compact-1 originates from the vibrational contribution to the free energy (in the harmonic
oscillator approximation). A detailed list of the different contributions for all families can be
found in Tab. B.1 in Appendix B.2.

11.2 COMPARISON OF AC-β2HALA6-LYS(H+) AND

AC-ALA6-LYS(H+)

Stabilization of helical motifs by vibrational free energy compared to more compact structures is
already known in the literature[17, 28, 413, 439]. Recently, this phenomenon was analyzed by
Mariana Rossi from our group for the natural-peptide series Ac-Alan-LysH+, n = 4, . . . , 8[17, 28].
The energy hierarchies of the conformational families found for Ac-Ala6-Lys(H+)[17, 28] are
shown in a comparison to the hierarchies of Ac-β2hAla6-Lys(H+) in Fig. 11.3. Just as for Ac-
β2hAla6-Lys(H+), the families of Ac-Ala6-Lys(H+) are labelled according to their free-energy
hierarchy. The global minimum of the PES of Ac-Ala6-Lys(H+), family 2, is a non-helical motif.
In the lowest 100 meV regime from family 2, there are four families present. This is the same for
Ac-β2hAla6-Lys(H+). Considering the lowest 100 meV of the free-energy regime (seen from the
global minimum of the PES), for Ac-Ala6-Lys(H+) again only the same four families are present.
By adding vibrational and rotational corrections to the free energy at 300 K the α-helical family 1
is stabilized relative to the non-helical family 2 by about 108 meV, where again the rigid-rotor
contributions are minimal (4 meV).

The stabilization we find in the case of Ac-β2hAla6-Lys(H+) for H12-1 relative to family
2/compact-1 is much larger (317 meV). Another difference between Ac-β2hAla6-Lys(H+) and
Ac-Ala6-Lys(H+) is that for Ac-β2hAla6-Lys(H+) the low free-energy region is much more
densely populated than for Ac-Ala6-Lys(H+). However, for Ac-Ala6-Lys(H+) the free-energy
corrections were calculated only for a few family representatives[17, 28], i.e., there might be
more than four families in the low free-energy regime. Helical families, which were found to be
stabilized most[17, 28] by vibrational free-energy contributions, were all included though.

In order to understand the origin of the stabilization of helical motifs by vibrational free
energy and why the effect is more pronounced in Ac-β2hAla6-Lys(H+) than in Ac-Ala6-Lys(H+),
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Figure 11.3: Energy hierarchies (horizontal bars) of the low-energy hydrogen-bonding families for Ac-
Ala6-Lys(H+) (left) and Ac-β2hAla6-Lys(H+) (right) obtained with the PBE+vdW functional and tight
computational settings. The horizontal bars represent the lowest-energy representative of each family.
All structures represent a local minimum on the PBE+vdW potential-energy surface (PES). In addition to
the hierarchy of the PES, the energy hierarchy after adding corrections to the free energy at 300 K in the
harmonic oscillator-rigid rotor approximation are shown (Fharm,rigid). All energies are given with respect
to the global minimum of the PES. Structural representations and labels of the families is shown, where the
latter are numbered according to the free-energy hierarchy. The position of the structures is not directly
related to the energy axis (y-axis), which is only connected to the horizontal bars. The data and geometries
for Ac-Ala6-Lys(H+) are taken from Refs. [17, 28].
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Figure 11.4: Contributions to the vibrational free energy as a function of temperature T for H20-1, H16-1,
and H12-1. All energies are given relative to compact-1 (cf. Fig. 11.2). The harmonic free energy ∆Fharm as
detailed in Eq. 11.1 is represented by a solid blue line, the PBE+vdW energy differences ∆EDFT are plotted
with a dot-dash-dot orange line, and the dashed black line shows the differences of the internal vibrational
energy ∆Uvib(T ). The entropy contribution −T∆Svib is plotted with a red dot-dash line.

we perform a similar analysis as in Ref. [28] for the peptide series Ac-Alan-LysH+, n = 4, . . . , 8.
As a first step, we analyze the different contributions to the free energy in the harmonic oscillator
approximation:

Fharm = EDFT + Fvib(harmonic oscillator)︸ ︷︷ ︸
Uharm(T )−TSharm(T )

. (11.1)

It contains the PBE+vdW total energyEDFT, the internal vibrational energy Uvib(T ) (see Eq. 5.25),
which includes the zero-point energy, and the entropy contribution−TSvib(T ). All these individ-
ual contributions are shown in Fig. 11.4 for H12-1, H20-1, and H16-1 as energy differences, taking
compact-1 as the reference. A negative slope corresponds to a stabilization of the respective
family relative to the compact family 2/compact-1. From Fig. 11.4 it follows that with increasing
temperature all families H12-1, H16-1, and H20-1 are monotonically stabilized by vibrational
free energy compared to compact-1. For H12-1, we observe a crossover of the lowest-energy
structures at about 290 K. The dominant part of the stabilization of the helical conformations over
the compact one is taken over by the entropy term −T∆Svib. The zero-point energy (Uvib(T ) at
T = 0 K) yields also a stabilization of the helical motifs, but only a minor contribution. This is
the same result that has been observed for helical motifs for the peptide series Ac-Alan-LysH+,
n = 4, . . . , 8 before[17, 28].

A further result of the analysis for Ac-Alan-LysH+, n = 4, . . . , 8 in Ref. [17, 28] is that
this stabilization of helical motifs arises predominantly by the presence of lower-frequency
vibrational modes. We can analyze this for Ac-β2hAla6-Lys(H+) by considering the temperature-
dependent contribution of each vibrational mode to the vibrational free energy at temperature
T

Qi = kBT ln [1− exp (−~ωi/(kBT ))] , (11.2)
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Figure 11.5: Temperature-dependent contribution of each individual vibrational mode to the vibrational
free energy at 300 K as a function of the mode number for (a) Ac-β2hAla6-Lys(H+) and (b) Ac-Ala6-Lys(H+).
Qi is defined in Eq. 11.2 and the difference ∆ refers to compact-1 (family 2) for Ac-β2hAla6-Lys(H+) and to
the non-helical family 2 for Ac-Ala6-Lys(H+). Positive values are indicated by pink bars and negative values
are indicated by orange bars. The maximum frequency plotted for Ac-β2hAla6-Lys(H+) is similar for all
families (around 620–630 cm−1). For Ac-Ala6-Lys(H+) it is about 570 cm−1. The data for Ac-Ala6-Lys(H+)
are taken from Ref. [28].

with ωi denoting the vibrational frequency of the mode number i (where the modes are sorted
in order of increasing frequency). The temperature-dependent part of the free-energy difference
is the sum over all individual contributions ∆Qtotal =

∑
i ∆Qi. In Fig. 11.5 we plot for each

mode the ratio ∆Qi/∆Qtotal so that the sum over all individual contributions is 1. Pink bars
denote a stabilization of the corresponding conformer, while orange bars denote a destabilization
over the reference family. This is compact-1 for Ac-β2hAla6-Lys(H+) (Fig. 11.5, subplot a) and
the non-helical family 2 for Ac-Ala6-Lys(H+) (Fig. 11.5, subplot b). A stabilization arises if
the frequency ωi of the respective family given at the right side of the plot is lower than the
corresponding frequency of the reference family. The largest part of the stabilization arises
from the smallest mode numbers. This means that the helical families have in general lower
vibrational frequencies than the more compact reference families. When comparing the plots
for the H12-1, H16-1, and H20-1 families of Ac-β2hAla6-Lys(H+) (Fig. 11.5, subplot a) to the
picture for Ac-Ala6-Lys(H+) (Fig. 11.5, subplot b), the stabilization is delocalized over a larger
amount of modes for all Ac-β2hAla6-Lys(H+) families. This is also an effect that was observed
for larger peptides such as Ac-Ala7-LysH+ and Ac-Ala8-LysH+ in Ref. [28], so it might be
due to the increased length of the β-peptide Ac-β2hAla6-Lys(H+) compared to the α-peptide
Ac-Ala6-Lys(H+). Figure 11.5 implies that the lowest vibrational mode is already an indicator of
the stabilization of the corresponding family with respect to more compact conformers (for the
PBE+vdW functional). The lowest vibrational modes for the selected families of Ac-β2hAla6-
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Table 11.2: Lowest vibrational modes for selected families of Ac-β2hAla6-Lys(H+) and Ac-Ala6-Lys(H+)
obtained with the PBE+vdW functional. The data for Ac-Ala6-Lys(H+) are taken from Ref. [28].

Ac-β2hAla6-Lys(H+) Lowest vib. mode (cm−1) Ac-Ala6-Lys(H+) Lowest vib. mode (cm−1)
compact 30 non-helical 20
H12-1 10 α-helical 8
H16-1 17
H20-1 21

Lys(H+) and Ac-Ala6-Lys(H+) are given in Tab. 11.2. For Ac-β2hAla6-Lys(H+) we find that
the more elongated the structure is (H20→ H16→ H12), the smaller is its lowest vibrational
mode. This reflects the trend of the amount of stabilization that the specific family experiences
compared to compact-1.

For Ac-Ala6-Lys(H+) the lowest vibrational mode of the α-helix is at about 8 cm−1, while the
non-helical, more compact, family has its lowest vibrational mode at 20 cm−1. When comparing
the values for H12-1 [Ac-β2hAla6-Lys(H+)] and the α-helix [Ac-Ala6-Lys(H+)] we find that
the lowest vibrational modes are very similar, namely 10 cm−1 versus 8 cm−1. However, the
values for the more compact families differ by 10 cm−1. While for the non-helical, more compact
Ac-Ala6-Lys(H+) family it is 20 cm−1, for the β-peptide family compact-1 it is 30 cm−1. This
suggests that the changes in the energy hierarchies when including vibrational corrections to the
free energy are larger for H12-1 [Ac-β2hAla6-Lys(H+)] than for the α-helix [Ac-Ala6-Lys(H+)]
because the reference family chosen has higher vibrational modes.

11.3 IMPACT OF DIFFERENT FUNCTIONALS AND DISPERSION

CORRECTIONS

For the structure search of Ac-β2hAla6-Lys(H+) the PBE+vdW functional was employed. In
order to investigate how far we can push the PBE+vdW level of theory for the problem of
increasing flexibility we will analyze the influence of different methods in this subsection. In
contrast to the Ac-Lys-Ala19 + H+ case, we do not test different force fields here as we would
need to find suitable parameters for the additional methylene groups in the backbone of the
β-amino acids. This would distort the results in the first place already. For this reason, we here
focus only on a comparison of the PBE and PBE0 exchange-correlation functionals coupled with
the pairwise van der Waals (vdW) correction scheme (”+vdW”) and the many-body scheme
(”+MBD∗) (see Section 3.5.3). Furthermore, we concentrate on the conformers found within
100 meV of compact-1 (the global PES minimum obtained with PBE+vdW) of the PBE+vdW
free-energy hierarchy at 300 K. This is illustrated in the second column of Fig. 11.6, which is
highlighted in gray. Just as in Section 8.6 for the Ac-Lys-Ala19 + H+ peptide, we relaxed the
structures with the respective method leading to only marginal structural changes (root mean
square deviation (RMSD) of less than 0.02 nm). The free-energy hierarchies obtained with the
different functionals are displayed in Fig. 11.6. As before, we did not recompute the vibrational
frequencies, but employed the results obtained with the PBE+vdW functional. The different
hierarchies do not show a clear trend. As discussed in the preceding section, H12-1 is the most
stable conformer obtained with PBE+vdW. Moving to PBE0+vdW, this stabilization is even
increased with respect to the other conformers. However, for PBE+MBD∗ compact-1 is the most
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Figure 11.6: Free-energy hierarchies (horizontal bars) obtained with the PBE+MBD∗, PBE+vdW, PBE0+vdW,
and PBE+MBD∗ functional for Ac-β2hAla6-Lys(H+) conformers. Specifically, we concentrated on the
19 conformers within 100 meV (free energy) of compact-1 obtained with PBE+vdW from the original
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to compact-1. The dashed lines serve as a guide to the eye and the PBE+vdW reference data from the
original search are highlighted with a grey background.

stable conformer and for PBE0+MBD∗ it is the structure representative of family 5 (cf. Tab. 11.1
and Fig. 11.2), which is depicted next to the hierarchy plot in Fig. 11.6. We will critically assess
the different structure predictions by a comparison to experimental fingerprints in the following
chapter.

11.4 SUMMARY

In this chapter, we characterized and summarized the outcome of our extensive first-principles
conformational search using the PBE+vdW functional for Ac-β2hAla6-Lys(H+), which was
described in the previous chapter. The lowest-energy structure compact-1 is very similar to a
β-hairpin in α-peptides. Including harmonic vibrational (and rigid-rotor rotational) corrections
to the free energy at 300 K substantially changes the energy hierarchy, yielding the H12-helix
(H12-1) as the most stable structure. We showed that just as in α-peptide helices[17, 28], the
stabilization of helical families compared to more compact motifs by vibrational free energy can
be retraced to overall lower vibrational modes.

We also tested the influence of different exchange-correlation functionals on the free-energy
hierarchy (PBE+vdW, PBE+MBD∗, PBE0+vdW, PBE0+MBD∗). However, the results do not show
a clear trend, but different conformers are predicted to be the most stable one. We will assess the
structure predictions in the following chapter by comparing to experimental ion mobility-mass
spectrometry (IM-MS) data and infrared multiphoton dissociation (IRMPD) spectra.



12 CONNECTING TO EXPERIMENT

In this chapter, we will perform a comparison of the first-principles structure predictions for
both Ac-Ala6-Lys(H+) and Ac-β2hAla6-Lys(H+) with experimental data. For this, we have both
ion mobility-mass spectrometry (IM-MS) measurements and infrared multiphoton dissociation
(IRMPD) spectra available. All measurements were performed by Stephan Warnke, Gert von
Helden, and Kevin Pagel working in the Molecular Physics department of the Fritz Haber
Institute.

The infrared (IR) spectra presented in this chapter are derived from molecular dynamics
(MD) simulations in the NVE ensemble using the PBE+vdW functional and tight computational
settings. Subsequently they were convoluted with a Gaussian function with a variable width
of σ = 0.5 % of the wavenumber in order to account for broadening effects in experiment. The
simulation length was 25 ps in all cases and performed with a time step of 0.75 fs.1 Initially, the
molecules were equilibrated at 300 K by performing thermostated runs at 300 K for at least 5 ps.

12.1 ION MOBILITY-MASS SPECTROMETRY

We will first concentrate on the experimental IM-MS data. The analysis given here was performed
by Stephan Warnke who measured the arrival time distributions (ATDs) for both Ac-Ala6-
Lys(H+) and Ac-β2hAla6-Lys(H+). If the molecule in the IM-MS set-up featured only one
conformation, the width of the peak in the ATD of the IM-MS experiment would be determined
by diffusion (and the width of the initial pulse). In this case, the peak shape Φ(t) can be written
as[363]:

Φ(t) =

∫
dt′

{
C√

D(t− t′)

(
vd +

L

(t− t′)

)
exp

[
−(L− vd(t− t′))2

4D(t− t′)

]
P (t′)

}
, (12.1)

with C being a constant and D the diffusion coefficient. L is the length of the drift tube and vd
describes the average drift velocity. P (t′) describes the shape of the ion cloud when it enters the
drift tube at whose end the ATD is recorded. It is a rectangle pulse with a length of 100µs. The
measured ATDs for Ac-Ala6-Lys(H+) and Ac-β2hAla6-Lys(H+) are given in Fig. 12.1 A and B,
respectively (blue lines). The theoretical curves calculated based on Eq. 12.1 are given by the
red lines. The measured widths are only slightly larger than the ones obtained with Eq. 12.1.
This suggests that there is either (i) only one single conformer type present in experiment, or

1Such a simulation for Ac-β2hAla6-Lys(H+) took about 22 days on 256 cores of the ”aims” cluster (Intel Xeon octacore
nodes) at the Garching Computing Centre.
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Figure 12.1: Measured arrival time distributions (ATDs) (blue lines) from drift tube IM-MS measurements
and theoretical curves (red lines) according to Eq. 12.1 for (A) Ac-Ala6-Lys(H+) and (B) Ac-β2hAla6-
Lys(H+). Courtesy of Stephan Warnke.

(ii) an ensemble of (distinctly) different conformers that have essentially all the same collision
cross section (CCS), or (iii) a rapid interconversion between different conformers so that all ions
migrate through the drift tube with the same time-averaged CCS[413].

When considering the experimental ATD peak positions for Ac-Ala6-Lys(H+) versus Ac-
β2hAla6-Lys(H+), we see that the peak for Ac-β2hAla6-Lys(H+) is located at larger drift times
(CCS) than Ac-Ala6-Lys(H+), which is consistent with the backbone extension of Ac-β2hAla6-
Lys(H+).

12.2 INFRARED MULTIPHOTON DISSOCIATION (IRMPD)

SPECTRA

We now turn to a general assessment of the IR spectra of the considered system followed by
an analysis of the experimental IRMPD spectra. As explained in Chapter 5, each normal mode,
i.e., each peak in the harmonic IR spectrum, can be assigned to a particular vibration of parts
of the molecule. In order to see how the additional methylene groups (CH2) of β-peptides
show in the IR spectrum, we performed a detailed normal-mode analysis of the H12-helical
Ac-β2hAla6-Lys(H+) family H12-1 between 1000 and 1800 cm−1 depicted in Fig. 12.2. The
vibrations associated with the additional CH2 groups mix with the vibrations of the CH3 and
CH groups (at the Cα carbon), which occur approximately between 1000 and 1450 cm−1. The
C(=O)O(H) group at the C-terminus of H12-1 is not involved in a hydrogen bond, but dangling
and the corresponding C=O stretching mode lies at 1758 cm−1. As was discussed in more detail
in Section 5.2, stretching modes appear at smaller wavenumbers if the atom involved is hydrogen
bonded, since the H-bond reduces the restoring force. This is the case for H20-1 (cf. Fig. 11.3),
where the C=O stretching mode of the C-terminus is indeed shifted to lower wavenumbers. In
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Figure 12.2: Detailed normal-mode analysis (left) of the harmonic IR spectrum of the Ac-β2hAla6-Lys(H+)
family H12-1 (right) between 1000 and 1800 cm−1. The amide I, II, and III bands and the vibration localized
at the non-hydrogen bonded C-terminus are highlighted with a gray background.

fact, for H20-1 it is shifted to 1677 cm−1 and mixes with the amide-I band (not explicitly shown
here).

The experimental IR spectra of Ac-Ala6-Lys(H+) and Ac-β2hAla6-Lys(H+) are depicted in
Fig. 12.3. At first glance they look very similar, especially the amide I (∼1670 cm−1) and amide
II (∼1520 cm−1) bands, which are most sensitive to the secondary structure (see discussion
in Section 5.2). However, the peak positions in the region between 1100 cm−1 and 1400 cm−1

are very different. The intensity in this region is much smoother for Ac-β2hAla6-Lys(H+)
suggesting that there are more modes in this regime than for Ac-Ala6-Lys(H+). This agrees with
the harmonic normal-mode analysis, which showed that the peak positions arising from the
additional CH2 groups in the Ac-β2hAla6-Lys(H+) backbone occur in this wavenumber region.
Furthermore, we see that in both experimental spectra there is a small peak at the right side of
the amide I band, indicating a dangling C(=O)O(H) group at the C-terminus.

As the R-factor is very sensitive to small kinks and the experimental spectra are very wig-
gly beyond 1720 cm−1 [especially the one for Ac-Ala6-Lys(H+)], we only take into account
the wavenumber region between 1100 and 1720 cm−1 for the computation of R-factors in the
following. However, this means that the peak indicating a dangling C(=O)O(H) group is not
considered in the R-factor.

The experimental spectra were smoothed using the same procedure used and explained in
Chapter 9. A comparison of the raw experimental data to the smoothed spectra can be found in
the Appendix B.3.

12.3 α-PEPTIDE AC-ALA6-LYS(H+)

We will start our analysis with Ac-Ala6-Lys(H+). For this, we concentrate on the α-helix and
the non-helical conformer depicted on the right side of Fig. 12.4. These are the two most stable
structures at 300 K predicted by PBE+vdW as discussed in Chapter 11. Figure 12.4 illustrates
the experimental IM-MS data in comparison with the CCSs for both families calculated with
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Table 12.1: Comparison of measured collision cross sections (CCSs) and calculated CCSs based on the
projection approximation (PA)[364] and the trajectory method (TJM)[366–368]. As both PA and TJM rely
on random sampling, repeated runs can lead to slightly different results. For PA we used an accuracy of
0.2%. For the TJM we used Hirshfeld charges[237] of the PBE densities and 500,000 trajectories per single
structure leading to standard deviations of about 1%.

Ac-β2hAla6-Lys(H+) Ac-Ala6-Lys(H+)
H12 compact H20 H16 α-helix non-helical

PA (Å2) 203 183 182 191 180 172
TM (Å2) 204 182 182 193 181 171
Exp. (Å2) 190 180

the projection approximation (PA) method. The values obtained with the trajectory method
(TJM)[366–368] approach are essentially the same (see Tab. 12.1). The theoretical value for the
α-helix perfectly matches the experimental peak, while the non-helical family has a smaller
CCS. Due to the perfect match of the α-helical CCS of Ac-Ala6-Lys(H+) with experiment
and since the larger peptides of the series Ac-Alan-Lys(H+) are firmly confirmed to be α-
helical[17, 25, 26, 28, 338], we here conclude that most likely there is mainly the α-helix present
in experiment. This would also be in agreement with the free-energy hierarchy at 300 K obtained
with PBE+vdW. Moreover, as discussed in Section 12.1, the narrow experimental peak width in
the ATD would be in accord with the presence of only one structure as well.

Apart from the CCSs, also the comparison of the measured and calculated (anharmonic) IR
spectra points to the α-helix, as illustrated in Fig. 12.5. Both the visual impression and also the
comparison based on the R-factor gives a good match with experiment – and a better one than
the non-helical family.

As a summary, we can thus state that for the peptide Ac-Ala6-Lys(H+) both the PBE+vdW
(free) energy hierarchy, the IM-MS measurements, and the IRMPD spectra agree on the same
result, namely that the α-helix should be the dominant conformer at room temperature.
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12.4 β-PEPTIDE AC-β2HALA6-LYS(H+)

We will now perform an analogous analysis as above for Ac-β2hAla6-Lys(H+). For this, we
will first concentrate on H12-1, compact-1, and H20-1, which were, in the given order, the most
probable structure candidates at 300 K suggested by PBE+vdW and the harmonic oscillator-rigid
rotor approximation. Additionally, we will also consider H16-1, which is the equivalent helix
to the α-helix with ∆F about 106 meV compared to H12-1 (PBE+vdW). The corresponding
structure predictions are again illustrated in Fig. 12.6. For all these structures we calculated
the CCS using the PA method and the TJM approach (see Tab. 12.1). The two methods yield
essentially the same results for this system size (Tab. 12.1). As the PA method is computationally
cheaper, calculations for further structures (see below) were performed with the PA method.

The vertical bars in Fig. 12.6 give the theoretical CCSs obtained with the PA method for
the hydrogen-bonding families compact-1, H12-1, H16-1, and H20-1. In agreement with the
expectation from a visual impression of the structures, H20-1 and compact-1 have similar CCSs,
while the CCS of the more elongated family H16-1 is larger and H12-1, which is the most extended
family, has the largest CCS. Inaccuracies in the model to calculate the CCSs (see Section 7.1.1.1)
could induce shifts against the ”true” values so that the real structure family would have a
calculated CCS differing from the measured one. However, as for Ac-Ala6-Lys(H+) (90 atoms)
the calculated CCS for the α-helix agrees very well with the experimental peak, we expect the
model to give also reasonable results for the similar-sized peptide Ac-β2hAla6-Lys(H+) (108
atoms). While both compact-1 and H20-1 have lower CCSs than the experimental value and
H12-1 has a much larger value, the CCS calculated for H16-1 matches the experiment very well.

We complement the IM-MS measurements by experimental IRMPD fingerprints as shown in
Fig. 12.7. For a comparison, we again calculated vibrational IR spectra from MD simulations,
which thus include anharmonic effects (in the classical-nuclei approximation). The results for
H12-1, H16-1, H20-1, and compact-1 are likewise displayed in Fig. 12.7. Both from the visual
impression and the R-factors, compact-1 and H12-1 do not match the experimental spectrum at
all. This coincides with the fact that the calculated CCSs did not match the experiment, either.
On the other hand, the spectra for H20-1 and H16-1 give a rather similar match with experiment.
However, compared to the α-helix for Ac-Ala6-Lys(H+), the R-factors are worse. The C-terminal
C(=O)O(H) group of H20-1 is involved in hydrogen bonds (cf. Fig. 12.6) and in fact does not
show the characteristic peak of a dangling C(=O)O(H) as indicated to be present in experiment.
However, H16-1 has a free C-terminus and shows this peak. Indeed, H12-1 also has this peak,
but is however already ruled out by the overall comparison of the spectra and the CCS criterion.
Hence, for this selection of conformational types, the IM-MS data and the IR spectra would be
most consistent with a H16-helix (H16-1).

12.4.1 DISCUSSION

So far, we have only assessed four selected hydrogen-bonding families of Ac-β2hAla6-Lys(H+).
We have to keep in mind, however, that the low free-energy regime is densely populated and
also other conformations might be important. For this reason, we also calculated the CCSs for
all 163 hydrogen-bonding families of Ac-β2hAla6-Lys(H+), for which we had calculated the free
energy at 300 K. Additionally, we also calculated the R-factor of the corresponding convoluted
harmonic spectrum with experiment. The (harmonic) R-factor versus the difference between the
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measured and the computed CCS for all structures in different free-energy regimes are shown in
Fig. 12.8. H12-1, compact-1, H20-1, and H16-1 are highlighted in color. The subplot c) in Fig. 12.8
comprises all structures, for which we also re-calculated the free-energy hierarchies with different
functionals in Section 11.3. The structure predicted to be most stable at 300 K by PBE0+MBD∗

(Family 5, see Section 11.3) is highlighted in color as well. The R-factor of the harmonic and the
anharmonic spectrum for one structure type can differ quite significantly. The harmonic R-factor
for H20-1, e.g., is significantly worse than the harmonic R-factor for H16-1, while the R-factors
are very similar when deriving the IR spectrum from MD simulations (see Fig. 12.7). For this
reason, we take the harmonic R-factor rather as a consistency criterion and rely more on the
CCS comparison. We here note again that the deviation between the experimental CCS and the
calculated value for the ”correct” structure can depend on the size of the system[365]. On the
other hand, for the calculated CCS for the ”correct” Ac-β2hAla6-Lys(H+) structure no deviation
from the experimental value is expected due to the excellent agreement for Ac-Ala6-Lys(H+)
(see Section 12.3). When taking all 163 conformational types into account, many structures have
calculated CCSs matching well the experimental one (Fig. 12.8a), i.e., are potential structure
candidates. When only considering the lowest 100 meV regime of compact-1 (19 structures),
H16-1 emerges as the structure with the best (harmonic) R-factor. It yields furthermore a perfect
match with respect to the CCS as already observed in the previous section (12.4). However, there
are other structures that yield a similarly good match. Family 5, though, the structure that was
predicted by PBE0+MBD∗ does not have a CCS in agreement with experiment and thus does
rather not represent a possible structure candidate.

As discussed in Section 12.1, the narrow peak width of the IM-MS experiments is consistent
with different scenarios. One scenario would be an ensemble of structures that have essentially
the same CCSs. In fact, we find many conformers that yield a good match with the experimental
CCS. However, there are also many (low-energy) conformers that do not yield a good match
with the experimental CCS. We thus consider it rather unlikely that, of all the others, only those
conformers co-exist that happen to have the same CCS. Another possibility for the narrow peak
width is an ensemble of rapidly interconverting conformations (with respect to the drift time
scale [∼10 ms]). The most probable interconversion would happen between the different helix
types H12-1, H16-1, and H20-1 as for this only the hydrogen bonds have to be shifted from one
residue to the next. We also see such conversions happen during our ab initio replica-exchange
molecular dynamics (REMD) simulations (cf. Fig. 10.20). A rapid interconversion between H12-1,
H16-1, and H20-1 would yield an average CCS, which is in agreement with the experimental
value. However, mixing the (anharmonic) spectra for H12-1, H16-1, and H20-1 yields the best
agreement with the experimental spectrum (based on the R-factor) for 0% H12-1, 50% H16-1,
and 50% H20-1 (RP = 0.42). This rather contradicts a mixture of H12-, H16-, and H20-helices,
where the contribution of H12-1 would be needed to obtain an average CCS consistent with the
experimental CCS. However, we cannot exclude that there is a rapid interconversion between
other (different) conformers. Another explanation for the narrow peak width in the IM-MS
measurements is the presence of only one conformer type. H16-1 yields a very good match
of the calculated CCS with experiment and the calculated (anharmonic) IR spectrum yields
also a possible match with the experimental spectrum. The H16 helix, H16-1, is thus a possible
match to both experiments and (within reason) to all tested functionals (PBE+vdW, PBE+MBD∗,
PBE0+vdW and PBE0+MBD∗). We point out that the agreement is within reason, because
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neither method predicts H16-1 to be the most probable structure at 300 K. The agreement
would be ”within reason” as it is within the expected error bars of our methods – resolving
(free) energy differences of less than 1 meV per atom is a challenge for all currently available
density-functional theory (DFT) exchange-correlation functionals. Moreover, none of these
functionals predicts any structure to be the lowest in free energy that yields a CCS or an IR
spectrum that is in agreement with the experiments. PBE+MBD∗ predicts compact-1, PBE+vdW
H12-1, PBE0+vdW also H12-1, and PBE0+MBD∗ predicts Family 5 and compact-1 to be equally
stable. None of these conformers have a CCS that is close to the experimental value and the
matches of the (anharmonic) IR spectra for compact-1 and H12-1 with experiment are very
poor. On the other hand, there could be also a conformer apart from the H16-helix that yields
similarly good agreement with both experiments, which, however, could not be inspected more
closely due to the huge amount of structures that were found. Despite the functional accuracy,
we are also limited by the harmonic approximation to the free energy here. The changes in
the hierarchy that the vibrational contribution to the free energy induces are huge, namely
more than 300 meV of H12-1 with respect to compact-1, meaning that also its errors will have a
significant impact. In summary, we have clearly reached the limits of DFT in combination with
the harmonic approximation to the free energy here.



13 CONCLUSIONS AND OUTLOOK

Understanding the physical mechanism that connects the amino-acid sequence of a peptide or
protein to its structure is an ongoing and interdisciplinary challenge. In the present work an
unprecedented first-principles structure-screening effort has been performed, yielding important
insights into the capabilities and limitations of first-principles methods for predicting peptide
structure. Two systems were chosen that present a challenge with respect to length and flexibility,
respectively. The first one was a 20-residue peptide system, large enough to partially form a
tertiary structure (Ac-Ala19-Lys + H+ versus Ac-Lys-Ala19 + H+). The second system was the
β-peptide Ac-β2hAla6-Lys(H+), which features increased backbone flexibility due to its backbone
elongation. This leads to an even more complex conformational space compared to natural
α-peptides. In order to critically assess structure predictions by different density-functional
theory (DFT) exchange-correlation functionals, a comparison to gas-phase ion mobility-mass
spectrometry (IM-MS) measurements and gas-phase infrared multiphoton dissociation (IRMPD)
spectra was performed.

One main objective of this work was to develop an efficient and accurate search strategy to
sample the huge conformational space of the respective peptides. As a first step, global sampling
of the conformational space was achieved by performing replica-exchange molecular dynamics
(REMD) simulations using the OPLSAA force field. Then, snapshots of the REMD trajectories
were clustered and thousands of structure representatives were relaxed with DFT using the
PBE[15] functional coupled with a pairwise correction for the long-range tail of the van der
Waals (vdW) dispersion interactions[16] (PBE+vdW). For the lowest-energy structure candidates,
ab initio REMD simulations using the PBE+vdW functional were performed to refine the local
structural environment. It has been shown that such ab initio REMD simulations can indeed lead
to rearrangements of the hydrogen-bonding network and yield lower-energy structures.

It is well established that the peptide series Ac-Alan-Lys(H+) (n ' 6-19) forms α-helices in
the gas phase[17, 25–28, 338]. The α-helical conformation is stabilized because the protonated
lysine caps the dangling carbonyl oxygens close to the C-terminus and the charge interacts
electrostatically favorably with the helix dipole. In fact, the structure search employed in this
work exclusively found α-helical conformations for Ac-Ala19-Lys(H+), which only deviate close
to the termini. Ac-Ala19-Lys(H+) could thus be identified as a structure seeker. For Ac-Lys(H+)-
Ala19 the protonated lysine residue is located at the N-terminus, which would consequently
destabilize a helical conformation. Indeed, the conformations that were identified here are
more compact than a straight helix, but still contain helical segments[27, 410]. The PBE+vdW
functional predicts a conformational ensemble with several conformers being relatively close in
energy, but different in three-dimensional structure. Six conformational types could be identified
in the lowest-energy regime (170 meV). In order to critically assess the PBE+vdW prediction,
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targeted calculations for those six conformers were performed with different functionals. For
this, the PBE and the hybrid PBE0 functional coupled with a pairwise vdW[16] correction scheme
(PBE+vdW, PBE0+vdW) and a many-body scheme[238, 239] (PBE+MBD∗, PBE0+MBD∗) were
chosen. PBE0+MBD∗ emerged as the most reliable functional in a recent benchmark for the
similar alanine-based peptide Ac-Phe-Ala5-Lys(H+)[247]. For Ac-Lys(H+)-Ala19, PBE0+MBD∗

changes the energy hierarchy given by PBE+vdW and predicts one single conformer to be domi-
nant. In order to connect to experimental data, collision cross sections (CCSs) were calculated
and infrared (IR) spectra were derived from molecular dynamics (MD) simulations using the
PBE+vdW functional. The latter account for conformational flexibility and anharmonicities
within the classical-nuclei approximation. In fact, the PBE+vdW predictions are not in agreement
with the experimental results, while the conformer (denoted as C2) predicted by PBE0+MBD∗

matches both experiments. This conformer contains an α-helical and a 310-helical part, which
are connected by a turn. The lysine side chain is bent to interact with the negative end of the
helix dipole of the α-helical segment. This means that alanine, which is a known helix former,
still tries to retain its α-helical preference even if the lysine is located at the nominally wrong
end for a single helix.

The IM-MS experiments not only predict the existence of mainly compact conformers, but also
a small amount of (most likely) helical conformers, where the proton is most probably located
close to the C-terminus. A structure search for low-energy conformations for this type requires
the explicit freedom for the proton to hop between the residues. This cannot be accomplished by
the OPLSAA force field, and neither by the majority of other force fields, as they do not allow
for bond breaking. Apart from that, it is not clear what force-field parameters should be used
for the description of the proton sitting close to the C-terminus. Hence, a purely first-principles
(PBE+vdW) structure search was employed using REMD. It could be shown that structures were
found that are significantly lower in energy (370 meV) than the structures used to initialize the
search. The lowest-energy structure obtained adopts a reasonable conformation with the lysine
chain bent to interact with the acetyl group and the proton being located at a position where
the C-terminal carbonyl group can interact with it. However, for all of the tested functionals
(including PBE0+MBD∗) the helix has a rather high energy, which would indicate that it should
not be present to a measurable extent in experiment, even though it is. This might be a problem
of the functional – although we consider this possibility rather remote given the large energy
difference that is predicted. Another reason for the discrepancy could be the search technique
employed, i.e., with a longer simulation run an even lower-energy structure might have been
found. On the other hand, Jarrold and co-workers[27] suggest that the helices most likely
originate from dissociation of dimers. Thus, if the barrier is high enough, they might be trapped
in this local minimum.

In contrast to natural α-peptides, β-peptides feature one additional methylene group per
residue in the backbone, yielding increased flexibility and thus an even more complex confor-
mational space. Within this work, it was investigated how far the limits of PBE+vdW can be
pushed for such increased flexibility. The design principle of the helical series “Ac-Alan-Lys(H+)”
was used as a template in order to derive a β-peptide that might have a helical conformational
preference in the gas phase as well. For this, the alanine residues were exchanged for the
equivalent β-amino-acid residues and Ac-β2hAla6-Lys(H+) was chosen as a test case. In order
to investigate the performance of the REMD based conformational search strategy, the outcome
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was compared to a second, independent, search approach. It consisted of a basin-hopping search
with the (augmented) OPLSAA force field and further similar basin-hopping searches, where the
structure was constrained to a helix. The force-field structures were then clustered to identify the
most important structure types, followed by relaxation of thousands of cluster representatives
with DFT (PBE+vdW). Both sampling approaches yielded a relatively similar performance and
led to about 15,000 PBE+vdW structures in total.

Although the design principle of Ac-β2hAla6-Lys(H+) was derived from the Ac-Alan-Lys(H+)
series, which exhibits a helical preference in the gas phase, no helical structure was found in
the low-energy regime (PBE+vdW, ∼100 meV), but only very compact structures. In order
to connect to the experimental conditions (room temperature), vibrational and rotational free
energies in the harmonic oscillator-rigid rotor approximation were calculated. This favors
helices dramatically over the more compact structures, so that the H12-helix becomes the most
stable structure at 300 K in PBE+vdW. As already found for α-peptides[17, 28, 413, 439], this
stabilization originates from the fact that helices have much softer vibrational modes. In a direct
comparison of the free-energy hierarchies of Ac-β2hAla6-Lys(H+) versus its natural α-peptidic
analogue Ac-Ala6-Lys(H+), the stabilization of helices compared to the lowest-energy structure
is more pronounced. This is due to the reference conformer, which has higher vibrational
frequencies for Ac-β2hAla6-Lys(H+) than for Ac-Ala6-Lys(H+). Moreover, the low free-energy
regime of Ac-β2hAla6-Lys(H+) is much more densely populated than for Ac-Ala6-Lys(H+).
This is in agreement with the expectation due to the more flexible backbone of Ac-β2hAla6-
Lys(H+). For Ac-Ala6-Lys(H+), PBE+vdW in combination with the harmonic oscillator-rigid
rotor approximation, predicts the α-helix to be the most probable structure at room temperature
(300 K)[28]. Both the calculated CCS and the (anharmonic) IR spectrum yield a good match with
the experimental data, i.e., both the PBE+vdW prediction and the two experiments are in line
and point to the α-helix. The situation is different for Ac-β2hAla6-Lys(H+). Here, PBE+vdW in
combination with the harmonic oscillator-rigid rotor approximation to the free energy predicts
the H12-helix to be the most probable structure at room temperature followed by a very compact
structure and a H20-helix. However, both the H12-helix and the compact structure do not match
either experiment. The H20-helix has a calculated CCS that is different from the experimental
value as well, but the (anharmonic) IR spectrum yields a possible match to experiment. None
of the functionals tested (PBE+vdW, PBE+MBD∗, PBE0+vdW, PBE0+MBD∗) predicts a most-
stable conformer that is compatible with both experimental results. The H16-helix yields a
possible match to both experiments. However, it is not the lowest free-energy conformer in
either method, but it is found within a reasonable (free) energy range (100 meV of the lowest free-
energy conformer). The H16-helix is a unique structure as it is the equivalent to the α-helix in
natural peptides and it has not been reliably predicted or experimentally found before. However,
it cannot be excluded that there are other conformers that yield a similarly good agreement with
both experiments. Here, the limits of the method are eventually reached, most likely due to
the approximation to the vibrational free energy, which induces dramatic changes between the
total-energy hierarchy and the free-energy hierarchy at 300 K.

In summary, the work of this thesis represents a step forward in the pursuit of reliable peptide
secondary-structure prediction using first-principles electronic-structure methods. The results
presented here highlight the advances of first-principles methods to address the conformational
challenge of peptides. However, they also illustrate the current limitations, pointing out direc-
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tions for future efforts, but also pitfalls. It is not enough to consider only a few “reasonable”
conformers, even if the peptide is intuitively designed to adopt a certain structure [e.g., a helix as
the case for Ac-β2hAla6-Lys(H+)]. Accurate high-level benchmark data [e.g., CCSD(T)] would
be highly desirable in order to pinpoint the potential-energy surface (PES) in the first place. This
is not feasible at present, but an important objective for future developments. Another important
issue is the determination of reliable anharmonic free energies, especially revealed by the study
of the β-peptide. Again, at present, this is not feasible for the systems considered here, but it is a
route that needs to be pursued.
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A EXTRA DETAILS FOR PART II

A.1 IR SPECTRA DERIVED FROM FORCE-FIELD MD

SIMULATIONS

For the helical peptide Ac-Ala19-Lys(H+), we calculated infrared (IR) spectra from OPLSAA
molecular dynamics (MD) simulations. First, we equilibrated the molecule at 300 K with the help
of a short (10 ps) thermostatted run. Then, we performed simulations in the NV E ensemble
using the same settings as employed for the ab initio MD simulations in Chapter 6 (time step
of 1 fs). IR spectra were derived from the trajectory for different lengths and convoluted with a
Gaussian function with a variable width of σ = 0.005 times the wavenumber. They are shown in
Fig. A.1, together with the corresponding RP-factor, taking the spectrum for 1 ns as a reference.
We see that with RP = 0.07, the spectrum is already converged after about 25 ps.

A.2 RMSD OF STRUCTURES RELAXED WITH DIFFERENT

METHODS

For the most important structural types of Ac-Lys-Ala19 + H+ that we found in our PBE+vdW
based structure search (discussed in Chapter 8) we re-calculated the energy hierarchies with the
PBE0+vdW, the PBE0+MBD∗, and the PBE+MBD∗ functionals and the AmoebaPro13 force field.
For this, we also relaxed the structures with the respective method (see Section 8.6). As detailed
in Tab. A.1, the structural changes upon relaxation are very small, especially for the different
density-functional theory (DFT) functionals.

Table A.1: Root mean square deviation (RMSD), in nm, between the structure relaxed with the PBE+vdW
functional and relaxed with other methods for all conformational types of Ac-Lys-Ala19 + H+. For the case
of the helical structure, the proton is located close to the C-terminus. All atoms except for hydrogen atoms
were considered.

RMSD w.r.t. PBE+vdW structure (nm)
Conformer AmoebaPro13 PBE+MBD∗ PBE0+MBD∗ PBE0+vdW
C1 0.033 0.003 0.007 0.005
C2 0.039 0.005 0.007 0.005
C3 0.036 0.005 0.006 0.006
C4 0.041 0.005 0.010 0.006
C5 0.043 0.004 0.008 0.005
C6 0.040 0.005 0.006 0.005
helix – 0.002 0.006 0.005
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Figure A.1: Ac-Ala19-Lys(H+): Convergence of IR spectrum, calculated from OPLSAA MD simulations in
the NV E ensemble with 〈T 〉 = 300 K, with simulation time. The spectrum obtained after 1000 ps is taken
as the reference for the calculation of the Pendry reliability factors. No shift of the wavenumber axis is
employed.



A.3 Ion-mobility mass-spectrometry measurements for Ac-Lys-Ala19 + H+ 203

N
o

rm
a

liz
e

d
 I

n
te

n
s
it
y

3 4 5 6 7 8 9 10
Drift Time (ms)

10µM

25µM

50µM

globule

helixdimer

Figure A.2: Normalized arrival time distributions (ATDs) measured for Ac-Lys-Ala19 + H+ for different
peptide concentrations in the solution that was electrosprayed (10µM, 25µM, and 50µM). The measure-
ments were performed by Stephan Warnke, Gert von Helden, and Kevin Pagel working in the Molecular
Physics Department of the Fritz Haber Institute.

A.3 ION-MOBILITY MASS-SPECTROMETRY MEASUREMENTS

FOR AC-LYS-ALA19 + H+

Figure A.2 shows arrival time distributions (ATDs) of Ac-Lys-Ala19 + H+ measured using
ion mobility-mass spectrometry (IM-MS). Three different concentrations of the peptide in the
solution that was electrosprayed were used, namely 10µM, 25µM, and 50µM. The amount
of dimers observed increases with increasing concentration. This is expected as during the
electrospray process the ions enter the gas phase from evaporating droplets. The higher the
concentration of the peptide in the droplets, the higher is the possibility that dimers are formed.
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Figure A.3: Comparison of raw and smoothed experimental IRMPD spectrum of Ac-Ala19-Lys + H+. This
spectrum was obtained from a separate measurement to that discussed in the main text.

A.4 SECOND EXPERIMENTAL IR SPECTRUM FOR

AC-LYS-ALA19 + H+

The infrared multiphoton dissociation (IRMPD) spectrum of Ac-Lys-Ala19 + H+ was measured
twice in two completely independent measurement cycles. The one with the better resolution
is discussed in the main text. The second spectrum is shown in Fig. A.3. The measurements
were performed by Peter Kupser and Gert von Helden working in the Molecular Physics
Department of the Fritz Haber Institute. The spectrum is also published in the Ph.D. thesis
of Peter Kupser[343]. As discussed extensively in the main text, we base the quantitative
comparison of theoretical and experimental spectra on the Pendry reliability factor[337]. As it is
sensitive to small kinks the experimental spectrum has to be smoothed. A comparison of the
experimental raw data and the smoothed spectrum for the result of the second measurement
cycle of Ac-Lys-Ala19 + H+ is depicted in Fig. A.3. The smoothing procedure used is the same
one that was detailed in Chapter 9.

A.5 COMPARISON OF IR SPECTRA

Table A.2 lists the Pendry reliability factors[337] calculated between both experimental spectra
for Ac-Lys-Ala19 + H+ and the harmonic spectra for the Ac-Lys-Ala19 + H+ structure types. In
addition, the rigid shifts along the wavenumber axis ∆x and the normalized intensity axis ∆y

are given. The comparison of the experimental spectra with the IR spectra derived from MD
simulations with 〈T 〉 = 300 K is shown in Tab. A.3. Qualitatively, the comparisons with the two
experimental spectra yield the same results. The Pendry reliability factors were calculated in the
wavenumber range between 1130 and 1736 cm−1.
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Table A.2: Pendry reliability factors between the harmonic IR spectra for different structure types of Ac-
Lys-Ala19 + H+ and the two experimental spectra for the wavenumber range between 1130 and 1736 cm−1.
In addition, the rigid shifts of the theoretical spectra along the wavenumber axis (∆x) and along the
normalized intensity axis (∆y) are given.

experiment 1 experiment 2
conformation RP ∆x (cm−1) ∆y RP ∆x (cm−1) ∆y

C1 0.47 13.0 0.045 0.40 14.0 0.115
C2 0.32 11.5 0.025 0.27 15.0 0.090
C3 0.39 10.5 0.025 0.42 13.0 0.100
C4 0.28 16.0 0.015 0.31 17.5 0.085
C5 0.37 12.0 0.010 0.39 13.5 0.080
C6 0.38 13.0 0.025 0.32 12.5 0.090
D1 0.48 10.5 0.020 0.52 12.5 0.080
D2 0.52 9.0 0.000 0.50 12.0 0.060
Ac-Lys-Ala19 + H+, helix, 0.58 8.0 0.005 0.57 11.5 0.080(H+ near C-term.)
Ac-Lys-Ala19 + H+, helix, 0.76 21.0 0.000 0.73 23.5 0.005(H+ at N-term. Lys)

Table A.3: Pendry reliability factors between the anharmonic IR spectra for different structure types of Ac-
Lys-Ala19 + H+ and the two experimental spectra for the wavenumber range between 1130 and 1736 cm−1.
The theoretical spectra are derived from PBE+vdW MD simulations with 〈T 〉 = 300 K. In addition, the
rigid shifts of the theoretical spectra along the wavenumber axis (∆x) and along the normalized intensity
axis (∆y) are given.

experiment 1 experiment 2
conformation RP ∆x (cm−1) ∆y RP ∆x (cm−1) ∆y

C1 0.44 25.0 0.000 0.31 25.0 0.025
C2 0.31 21.5 0.000 0.23 22.5 0.025
C3 0.33 22.0 0.000 0.33 24.5 0.050
C4 0.34 24.5 0.000 0.24 25.0 0.035
Ac-Lys-Ala19 + H+, helix, 0.29 19.5 0.000 0.27 20.0 0.020(H+ near C-term.)





B EXTRA DETAILS FOR PART III

B.1 CONVERGENCE OF VIBRATIONAL NORMAL MODES

The normal modes of vibration are calculated based on a finite-difference approach. We here test
the numerical convergence of these modes for the parameters chosen. Figure B.1a shows the
frequency as a function of the mode number for our default choices, namely tight computational
settings, a displacement length δ of 0.0025 Å and a maximal force of less than 10−3 eV/Å.
Figure B.1b,c, and d illustrate the differences of the vibrational frequencies when varying the
displacement length δ (Fig. B.1b,c,d), the radial integration grid density (Fig. B.1c), and the force
convergence criterion used for the optimization of the structures (Fig. B.1d). All calculations
are performed with the PBE+vdW functional. Varying the default choices in the way shown in
Fig. B.1 produces changes in the frequencies of less than 2 cm−1 in all cases.

B.2 ANALYSIS OF ENERGETIC CONTRIBUTIONS

In this thesis, free energies are calculated in the rigid rotor-harmonic oscillator approximation as
explained in Section 5.1.1 with

Fharm,rigid = EDFT + Fvib,harm︸ ︷︷ ︸
Uvib,harm−TSvib,harm

+Frot,rigid , (B.1)

where EDFT denotes the total energy, Frot,rigid is the rotational contribution to the free energy in
the rigid-rotor approximation, and Fvib,harm is the vibrational contribution to the free energy
in the harmonic-oscillator approximation. The latter is split here into the harmonic internal
energy Uvib,harm and the entropic part −TSvib,harm, where S denotes the entropy and T the
temperature. Table B.1 lists those individual contributions for the representative structures of all
hydrogen-bonding families found for Ac-β2hAla6-Lys(H+) in Chapters 10 and 11 with a free
energy Fharm,rigid of less than 100 meV seen from the reference family 2 (also named compact-1).
The representative structure of each family was always chosen as the one with the lowest energy
among all members. The free energies are calculated at T = 300 K.

B.3 IRMPD SPECTRA: RAW DATA VS. SMOOTHED DATA

As the Pendry R-factor is sensitive to small kinks or wiggles in the spectra, the experimental
spectra were smoothed before being compared to the calculated spectra. For this, the same
procedure as used in Part II was employed. In order not to oversmooth the spectra they were
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Figure B.1: Convergence of the normal mode frequencies calculated based on finite-differences. (a)
Frequency as a function of the mode number for our default choices as given in the plot (δ = 0.0025 Å,
max. force criterion used for relaxation of less than 10−3 eV/Å and tight computational settings). The plots
(b), (c), and (d) show the changes in the frequencies with respect to the frequencies shown in (a) when
varying the parameters as specified in the corresponding plot.
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Table B.1: Individual contributions to the free energy calculated in the harmonic oscillator-rigid rotor
approximation as detailed in Eq. B.1 with T = 300 K. The first column indicates the number of the family.
The contributions are given for all hydrogen-bonding families found for Ac-β2hAla6-Lys(H+) with free
energies of less than 100 meV relative to the reference (Family 2/compact-1, see Chapter 11). All energies
are given relative to this reference.

F ∆Fharm,rigid (eV) ∆EDFT (eV) ∆Frot,rigid + ∆Fvib,harm (eV) ∆Frot,rigid (eV) ∆Fvib,harm (eV) ∆Uvib,harm (eV) −T∆Svib,harm (eV)
1a -0.021 0.296 -0.317 -0.010 -0.307 0.000 -0.307
2b 0.000 0.000 0.000 0.000 0.000 0.000 -0.000
3c 0.014 0.125 -0.111 0.000 -0.111 -0.019 -0.092
4 0.030 0.102 -0.072 0.000 -0.072 -0.006 -0.066
5 0.043 0.089 -0.045 -0.001 -0.044 -0.000 -0.044
6 0.047 0.062 -0.015 -0.001 -0.015 -0.018 0.003
7 0.052 0.209 -0.157 -0.004 -0.154 0.008 -0.162
8 0.055 0.191 -0.137 -0.000 -0.137 -0.013 -0.124
9 0.057 0.098 -0.041 -0.000 -0.041 -0.017 -0.023

10 0.057 0.169 -0.112 0.001 -0.112 -0.031 -0.082
11 0.069 0.113 -0.043 -0.002 -0.041 -0.005 -0.037
12 0.074 0.297 -0.223 -0.004 -0.219 -0.003 -0.216
13 0.077 0.282 -0.205 -0.005 -0.200 0.010 -0.210
14 0.080 0.320 -0.240 -0.005 -0.235 0.012 -0.248
15 0.082 0.142 -0.060 -0.001 -0.059 -0.013 -0.046

16d 0.085 0.302 -0.217 -0.004 -0.213 0.010 -0.223
17 0.089 0.362 -0.273 -0.007 -0.265 0.018 -0.284
18 0.090 0.242 -0.152 -0.002 -0.150 -0.002 -0.148
19 0.095 0.323 -0.229 -0.011 -0.217 0.016 -0.233

a H12-1
b compact-1, reference
c H20-1
d H16-1

first splined onto a grid with a width of 2 cm−1 before splined twice with a three-point formula:

ỹn =
yn−1 + 2yn + yn+1

4
. (B.2)

Afterwards the spectra were splined onto a fine numerical grid (grid width: 0.5 cm−1) to perform
the R-factor calculation. A comparison of the raw experimental spectra to the smoothed ones
are given in Fig. B.2 (a) for Ac-Ala6-Lys(H+) and (b) for Ac-β2hAla6-Lys(H+).

B.4 COMPARISON OF IR SPECTRA BASED ON THE PENDRY

R-FACTOR

Table B.2 gives the Pendry R-factors and the rigid shifts ∆x and ∆y included in the computation
of RP for selected families of Ac-Ala6-Lys(H+) and Ac-β2hAla6-Lys(H+). Rigid shifts between
experiment and calculated spectra along the wavenumber axis (x-axis) ∆x most probably account
for small systematic mode softening arising from the exchange-correlation (XC) functional and
the neglect of quantum nuclear effects. To account for offsets in the experimental spectra, we
additionally included a rigid shift along the (normalized) intensity axis (y-axis) ∆y .



210 Extra details for part III

1000 1200 1400 1600 1800
Wavenumber (cm

-1
)

IR
In
te
ns
ity
(a
.u
.)

raw

smoothed

1000 1200 1400 1600 1800
Wavenumber (cm

-1
)

IR
In
te
ns
ity
(a
.u
.)

raw

smoothed

(a)

(b)

Figure B.2: Comparison of raw and smoothed experimental IRMPD spectra for (a) Ac-Ala6-Lys(H+) and
(b) Ac-β2hAla6-Lys(H+).

Table B.2: Pendry R-factors and rigid shifts ∆x and ∆y for Ac-Ala6-Lys(H+) and Ac-β2hAla6-Lys(H+)
hydrogen-bonding families.

Family RP ∆x (cm−1) ∆y

Ac-Ala6-Lys(H+)
non-helical 0.46 28.5 0.140
α-helix 0.31 24.0 0.100

Ac-β2hAla6-Lys(H+)
compact 0.55 14.5 0.120
H12 0.64 29.5 0.215
H16 0.49 16.5 0.155
H20 0.47 10.5 0.220
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Study of the Cooperativity of Hydrogen Bonds in Finite and Infinite α-Helices. J. Phys. Chem. B 107,
6 (2003), 1432.

[42] GUO, H., AND KARPLUS, M. Solvent Influence on the Stability of the Peptide Hydrogen Bond: A
Supramolecular Cooperative Effect. J. Phys. Chem. 98, 29 (1994), 7104.

[43] DANNENBERG, J. The Importance of Cooperative Interactions and a Solid-State Paradigm to Proteins:
What Peptide Chemists Can Learn from Molecular Crystals. In Advances in Protein Chemistry, vol. 72.
Academic Press, 2005, p. 227.

[44] TKATCHENKO, A., ROSSI, M., BLUM, V., IRETA, J., AND SCHEFFLER, M. Unraveling the Stability
of Polypeptide Helices: Critical Role of van der Waals Interactions. Phys. Rev. Lett. 106, 11 (2011),
118102.

[45] LINDERSTRØM-LANG, K. U. Lane Medical Lectures: Proteins and Enzymes, vol. 6. Stanford University
Press, 1952.

[46] COREY, R. B., AND PAULING, L. Molecular Models of Amino Acids, Peptides, and Proteins. Rev. Sci.
Instrum. 24, 8 (1953), 621.

[47] HUMPHREY, W., DALKE, A., AND SCHULTEN, K. VMD – Visual Molecular Dynamics. J. Mol.
Graphics 14 (1996), 33.

[48] PAULING, L., COREY, R. B., AND BRANSON, H. R. The structure of proteins: Two hydrogen-bonded
helical configurations of the polypeptide chain. Proc. Natl. Acad. Sci. U.S.A. 37, 4 (1951), 205.

[49] EISENBERG, D. The discovery of the α-helix and β-sheet, the principal structural features of proteins.
Proc. Natl. Acad. Sci. U.S.A. 100, 20 (2003), 11207.

[50] PAULING, L., AND COREY, R. B. The Pleated Sheet, A New Layer Configuration of Polypeptide
Chains. Proc. Natl. Acad. Sci. U.S.A. 37, 5 (1951), 251.

[51] VENKATACHALAM, C. M. Stereochemical criteria for polypeptides and proteins. V. Conformation of
a system of three linked peptide units. Biopolymers 6, 10 (1968), 1425.

[52] LEWIS, P. N., MOMANY, F. A., AND SCHERAGA, H. A. Chain reversals in proteins. Biochem. Biophys.
Acta 303, 2 (1973), 211.

[53] CHOU, P. Y., AND FASMAN, G. D. β-turns in proteins. J. Mol. Biol. 115, 2 (1977), 135.
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